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Dr. Owen M. Griffin 

Dr. Owen M. Griffin 

Dr. Owen M. Griffin died on 29 September, 1995, at the age of 54, 

at his home in Fort Washington, Maryland. He was one of the outstand

ing men of our subject and of our times. As a likable, happy man 

with an uncomplicated character and a sharp scientific mind, he made 

numerous contributions to the understanding of vortex shedding, flow-

induced oscillations, and remote sensing. His deep physical insight, 

computational, conceptual, and experimental ability of high order in the 

design and execution of many experiments resulted in seminal contribu

tions and inspired researchers around the world. His work is his legacy 

to us and will be a source of inspiration to the disciples of fluid/structure 

interactions for generations to come. His untimely death impoverishes 

us all. His innumerable friends and colleagues, the Fluids Engineering 

community, and the American Society of Mechanical Engineers mourn 

his loss and extend their deepest sympathies to Mrs, Sherry Griffin and 

their children Dan and Jennifer. 
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Testing Three-Dimensional 
Bluff-Body Models in a 
Low-Speed Two-Dimensional 
Adaptive Wall Test Section 
Thin, sharp-edged disk models were evaluated in a low-speed two-dimensional adap
tive flexible wall test section to determine the optimum adaptive wall testing environ
ment for three-dimensional bluff-body models, by providing model testing recommen
dations for nominal solid blockage ratio and model span ratio. Drag coefficient 
measurements obtained under straight wall and adapted wall conditions showed that 
for a two-dimensional adaptive wall test section, the model span ratio imposes a 
more severe restriction upon model size than does the nominal solid blockage ratio. 
Minimum wall interference conditions were achieved with adapted walls for nominal 
solid blockage ratios less than 3 percent and model span ratios less than 21 percent, 
independent of the nominal test section aspect ratio, based on favorable comparison 
with previously-published experimental data. Data obtained under straight wall con
ditions confirmed that wall interference effects can only be neglected in conventional, 
straight-walled test sections for solid blockage ratios less than 0.5 percent and model 
span ratios less than 10 percent. The post-test boundary correction method ofMaskell 
was successfully used to adjust the straight wall test section drag coefficient measure
ments of the larger models for wall interference effects, but no direct measurements 
of wall interference are used with this method. The results support the careful use 
of a two-dimensional wall adjustment strategy for three-dimensional nonlifting flows. 

Introduction 

Wind tunnel experiments have always been complicated by 
the presence of the test section boundaries and their undesirable 
influence on the flowfield surrounding a model. The problem 
is often further complicated by the difficulty of determining, 
quantitatively, the degree of wall interference present during an 
experiment, and to what extent it affects the results. Solutions 
to the problem of wall interference have included the use of 
semi-empirical procedures to apply corrections to the experi
mental data, testing small models in proportionally-large test 
sections to the degree that wall effects are reduced to a mini
mum, use of ventilated walls (slotted or perforated), and simply 
avoiding its mention entirely. Often, however, these traditional 
solutions are impractical, and may not satisfy demands for high-
quality wind tunnel data. At a minimum, high-quality wind 
tunnel data must be accompanied by a quantified assessment of 
wall interference and its effect on any measured quantities. With 
or without such an assessment, selection of an applicable means 
of correcting data is still a difficult task. Ideally, a test environ
ment should be selected with the lowest possible levels of inter
ference and effect a minimum amount of post-test correction to 
the data. 

A unique solution to the problem of obtaining high-quality 
wind tunnel data free from wall interference effects has been the 
development and use of the adaptive flexible wall test section 
(AWTS), wherein the shape of the test section boundaries can 
be freely controlled. By adapting the test section walls to ap
proximate streamline shapes, the flow about a model is permit
ted to closely approximate that of an infinite flowfield, and 
the net result is a flowfield environment with minimum wall 
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interference. The use of rigid, flexible (nonporous) walls per
mits accurate measurement of flow conditions along the test 
section boundaries, for a more confident assessment of wall 
interference. The AWTS has been shown to demonstrate greater 
tolerance to high blockage models, consequently permitting reli
able experimental data to be obtained at higher Reynolds num
bers in proportionally-smaller test sections (Kankainen and 
Brundrett, 1991; Wolf, 1991, and others). 

Adaptive wall wind tunnel technology originated with tran
sonic airfoil testing at NPL in 1938 (Wolf, 1991, and others), 
and gained renewed interest in the early 1970s (Homung, 
1990). Goodyer (1975) and others at the University of South
ampton in particular have demonstrated interference-free two-
dimensional model testing up to and through the speed of sound 
(Lewis et al , 1992). Wall adaptation in a two-dimensional 
AWTS, in which only the solid but flexible test section roof 
and floor are freely adjustable in single curvature, has been 
shown to effectively eliminate wall interference for two-dimen
sional models, such as a cylinder or airfoil. For low-speed flows, 
solid blockage ratios greater than 30 percent have been tolerated 
(Kankainen and Brundrett, 1991). 

Recently, two-dimensional wall adaptation has been success
fully applied to three-dimensional bodies, including those of 
lifting configuration at high subsonic speeds (Lewis et al , 
1992), demonstrating that the more difficult problem of wall-
induced upwash can also be accommodated in addition to 
blockage. Equally significant, by being able to achieve low 
levels of residual interference in a decidedly three-dimensional 
flow with only two-dimensional wall adaptation, the mechanical 
and computational complexities of a full three-dimensional 
flexible wall AWTS are then avoided (Wolf, 1991). 

Objectives of tlie Study 

Research on three-dimensional models in two-dimensional 
AWTS's has been confined to slender bodies and aerodynamic 
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shapes of relatively small size. For semi-aerodynamic bodies 
of revolution, solid blockage ratios less than 3 percent and 
model span ratios less than 20 percent have been accommodated 
(Homung, 1990). For reliable and more versatile application 
of the AWTS, such as a research tool in more fundamental 
fluid mechanics studies, a better understanding is needed of the 
operational constraints and optimum test section configuration 
for testing larger, less aerodynamic, three-dimensional models 
(such as bluff-bodies). 

The first objective of this study was to provide a contribution 
towards testing three-dimensional, axisymmetric bluff-body 
models in a minimum wall interference environment in a low-
speed two-dimensional AWTS, and to identify some restrictions 
and recommendations on the model size and test section con
figuration. For a two-dimensional AWTS of width, b, nominal 
height, h, and an axisymmetric bluff-body model of diameter, 
d, the parameters of interest were the permissible nominal solid 
blockage ratio, A^^^i/A,,; the model span in the cross-stream 
direction and its proximity to the fixed test section side walls, 
defined as the model span ratio, d/b; and the nominal test 
section dimensions, specifically the nominal test section aspect 
ratio, b/h. 

As a second objective, the study would identify operational 
constraints for wind tunnel experiments conducted in conven
tional, straight-wall test sections, and demonstrate where 
straight-wall test sections fail for testing bluff-body models and 
under what conditions of solid blockage ratio and model span 
they may be used successfully (for the effects of wall interfer
ence to be negligible). 

The disk was selected as the bluff-body model for the study, 
a model that to the authors' knowledge had never been tested 
in an adaptive wall wind tunnel. The disk generates sufficient 
solid and wake blockage for examining the limits of wall adapta
tion's effectiveness. Since the disk flowfield is essentially Reyn
olds number independent, drag coefficient measurements can 
be obtained under straight wall and adapted wall conditions 
with the confidence that Reynolds number effects are negligible. 

Conventional Wind Tunnel Testing 
The simplest rules for testing models in conventional wind 

tunnels have been to keep the model small, and to apply post-
test corrections to the wind tunnel data to account for blockage 
and other boundary effects. For example, it has been recom
mended to keep the solid blockage ratio as low as 0.5 percent 
(Saltzman and Ayers, 1982) in order for the effects of wall 
interference to be negligible. The influence of the boundary 
layer growth on the fixed test section walls must also be ac
counted for, since it induces an undesirable longitudinal static 
pressure gradient. 

Maskell's method (1963) is a well-known semi-empirical 
post-test boundary correction procedure for bluff-body flows, 
used to determine a representative induced dynamic pres
sure, q'ind, caused by wake blockage. The correction is based on 
^model/A,,,, the measured drag coefficient, Cp„ (corrected only 

for induced longitudinal static pressure gradient effects), and 
an empirically-determined blockage factor, e. 

Adaptive Wall Wind Tunnel Technology 

Wall adaptation uses a wall adjustment strategy (WAS) and 
a method of wall interference assessment (WIA) to establish a 
minimum wall interference flowfield for a given model at a 
given set of test conditions. Typically, a wall adjustment strat
egy for a two-dimensional AWTS will use measurements of 
static pressure distribution along the centerlines of the two flex
ible test section boundaries, along with the test section wall 
geometry or shape, to predict streamlined wall contours for 
minimum wall interference. The process of predicting wall 
shapes is generally iterative and is independent of the model 
being tested. 

The Predictive Wall Adjustment Strategy of Wolf and 
Goodyer (1988) is one of the most commonly-used and one of 
the few adequately-described wall adjustment strategies. It is 
applicable to (but not limited to) low-speed, incompressible 
flows of a two-dimensional nature, in a two-dimensional AWTS 
with rigid but flexible test section roof and floor. 

For minimum wall interference, the adapted walls must be 
contoured in such a way that they establish effective streamlines 
in an infinite flowfield about the model (in the cases where such 
a flowfield is desired). Without going into extensive detail, the 
Predictive Strategy divides the flowfield into a region of real 
flow within the test section boundaries, and regions of imaginary 
flow extending to infinity outside the test section boundaries, 
with the flexible walls as the interfaces between the two regions 
(Wolf and Goodyer, 1988). The real flowfield along the inside 
of the flexible test section walls is determined from the mea
sured static pressure distributions, and the imaginary flowfield 
is computed by the WAS. Velocity or pressure imbalances 
across the wall interfaces arising from the presence of the model 
in a straight-walled test section, between the real and imaginary 
flow regions, are minimized through successive iterations of 
the WAS and successive wall adjustments. When there are no 
remaining velocity or pressure imbalances across the flexible 
wall interfaces, the walls are considered streamlined. 

Since zero imbalance cannot practically be achieved, any 
velocity or pressure imbalance remaining once the iterative ad
aptation process is ended can be considered a measure of the 
effectiveness of the wall adaptation. With the Predictive Strat
egy, wall streamlining quaUty is evaluated using the average 
absolute difference between the real and imaginary flowfield 
static pressure distributions along the interfaces, known as the 
wall setting error, £avg • Satisfactory results for two-dimensional 
flow are typically obtained for Ŝ vg < 0.01 (Lewis, 1988). 

Wall interference assessment (WIA) provides a measure of 
the distribution of wall-induced velocity perturbations. For a 
non-lifting flow such as that of the bluff-body, the interference 
component distribution of interest is the streamwise (or 
blockage) component, often expressed as the ratio u^^JU^. In 
the present study, wall interference effects were considered neg-

Nomenclature 

d̂isk = frontal area of disk model 

AmoiJA,, = nominal solid blockage ratio 
A„ = nominal cross-sectional area 

of the wind tunnel test sec
tion [m^] 

b = width of wind tunnel test 
section [m] 

b/h = nominal test section aspect 
ratio 

Co = drag coefficient 

C/)„ = uncorrected drag coefficient 
d = diameter [m] 

d/b = model span ratio (for an axisym
metric model of diameter d) 

Ems — average wall setting error for Pre
dictive Strategy 

h = nominal height of wind tunnel test 
section [m] 

L„ = effective length of wind tunnel test 
section [m] 

qiad = induced dynamic pressure [Pa] 
RCrf = Reynolds number based on disk di

ameter 
Uoo = freestream velocity [m/s] 
Mind = Streamwise (blockage) component 

of induced velocity [m/s] 
X = streamwise (axial) coordinate [m] 
e = blockage factor for Maskell's 

method (e = 2.75 for bluff-bodies) 

Journal of Fluids Engineering DECEMBER 1995, Vol. 1 1 7 / 5 4 7 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ligible when the residual blockage (i.e. after wall adaptation) 
was everywhere less than 0.25 percent (based partly on some 
past two-dimensional model experiments), even though tolera
ble levels of residual interference are difficult to determine pre
cisely. This limiting boundary is consistent with Lewis et al. 
(1992), while noting that their work was undertaken at high 
subsonic speeds as opposed to the low-speed experiments con
ducted as part of this study. 

For three-dimensional model testing in a two-dimensional 
AWTS, more sophisticated wall adjustment strategies and meth
ods of wall interference assessment have been developed. 
Though the three-dimensional WAS code of Lamarche and 
Wedemeyer (1984) relies solely on information along the test 
section centerline for wall adaptation, other three-dimensional 
WAS codes such as the University of Southampton procedure 
(Lewis and Goodyer, 1991; Lewis et al., 1992) generally re
quire more extensive test section boundary measurements than 
those needed for two-dimensional testing (such as at off-center-
line and side wall locations). 

JUNIifii 

Fig. 2 Disk model (dib = 0.29, A^aJA,, 
[blh = 1.35), witli adapted waii contours 

0.089) mounted in AWTS 

Experiment Apparatus and Instrumentation 

The experiments for the study were undertaken in the Univer
sity of Waterloo Flexible Wall Wind Tunnel (UWFWWT), a 
low-speed wind tunnel of open return design incorporating a 
two-dimensional AWTS with a flexible roof and floor (Brun-
drett and Kankainen, 1991; Kankainen et al., 1994). The test 
section has a width of b = 0.615 m, a nominal height oi h = 
0.890 m, and an overall length of L,, = 6.63 m (of which 5.99 
m contains the flexible roof and floor). In its standard form, 
freestream velocities of up to U„ = 50 m/s (freestream Mach 
number of M !« 0.14) can be attained, though with a reduced 
test section area, speeds of f/„ > 80 m/s (M » 0.23) have 
been reached. 

The flexible roof and floor run the full length of the test 
section, and are constructed of Lexan polycarbonate sheets. 
Each is positioned manually with 48 pairs of rack and pinion 
jacks. Static pressure measurements along the flexible roof and 
floor of the test section are obtained from 70 static pressure 
taps along the centerlines of each surface. 

By adapting the inlet and exit portions of the test sections into 
two-dimensional contraction and diffuser sections respectively, 
straight-wall test sections of different nominal aspect ratio, 
blh (and cross-sectional area, A,j), can be established (at con
stant width b = 0.615 m). By being able to freely set test 
sections of any desired blh, test section dimensions can be 
tailored to meet the specific needs of a particular model or 
application (Fig. 1). 

The disk models were manufactured as thin, circular plates 
with sharp leading edges and chamfered trailing edges (with an 
average thickness-to-diameter ratio of 1:20). Each disk was 
oriented normal to the mean flow direction on the test section 
centerline (at xlL„ = 0.46), and was supported by a sting at 
the rear (Fig. 2) . The sting was mounted from an airfoil-shaped 
section spanning the width of the test section and supported by 
the fixed side walls (leading edge at xlL„ = 0.54). 

A computer-controlled data acquisition and control system 
was used, including three pressure transducers and a system of 
four Scanivalve® switching units. Drag force measurements 

Fig. 1 Tlie University of Waterloo flexible wail wind tunnel, with disk 
model (blh = 1.35, dib = 0.29, >4di3k//tK = 0.089, adapted wail contours) 

were acquired with a six-component straingauge balance in a 
sting configuration. A comprehensive uncertainty analysis 
yielded a total combined uncertainty for the drag coefficient of 
Cu ± 0.02, for all experiment configurations (Sumner, 1994). 

Wall Adjustment Strategy and Method of Wall 
Interference Assessment 

Wall adaptation was undertaken with the two-dimensional 
Predictive Wall Adjustment Strategy of Wolf and Goodyer 
(1988), in conjunction with a two-dimensional wall interfer
ence assessment (WIA) code (Sumner, 1994). The WIA code 
computed streamwise two-dimensional induced velocities along 
the test section centerline from the same real and' imaginary 
flowfield computations used by the Predictive Strategy. Three 
to four iterations were typically required for convergence to the 
final adapted wall contours. Wall interference assessment data, 
the average wall setting error (fiovg), and the amount of wall 
movement (i.e., if the predicted movement was less than the 
wall setting resolution) were used as roof and floor streamlining 
criteria. Model-induced changes in the test section wall bound
ary layer displacement thicknesses (Lewis, 1988) were ac
counted for in the application of the Predictive Strategy and in 
the WIA computations (Sumner, 1994). 

At the outset, the use of two-dimensional WAS and WIA 
methods appears to be a poor approximation for a three-dimen
sional flow. But since considerable experience had already been 
gained with the Predictive Strategy for two-dimensional model 
testing (Kankainen and Brundrett, 1991; Kankainen et al , 
1994), it was of interest to explore its potential application for 
three-dimensional model testing. If reasonable minimum wall 
interference results could be achieved for non-lifting three-di
mensional flows with careful use of the two-dimensional Pre
dictive Strategy, then there would be less reason to justify going 
to a full three-dimensional wall adjustment strategy, such as 
that of Lamarche and Wedemeyer (1984) for example, for 
which first-hand experience had yet to be obtained. 

The instrumentation capabilities of the UWFWWT were also 
considered in the choice of the two-dimensional Predictive 
Strategy, since this method needs roof and floor centerline static 
pressure measurements only (like that of Lamarche and Wede
meyer, 1984). Initial measurements with laterally-positioned 
roof and floor static pressure taps suggested that they were of 
insufficient number and density for use with three-dimensional 
WIA codes and more sophisticated three-dimensional WAS 
codes (though ideal numbers and densities of these taps and 
their effect on WIA accuracy are generally unknown). 
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Description of Experiments 
Each of the seven disk models was tested at Re,/ = 2.95 X 

10^ Twenty experiment combinations were chosen from the 
seven different model span ratios from 0.15 < dib < 0.29 and 
nominal test section aspect ratios ofblh = 0.69, 1.06, and 1.35. 
Fourteen different nominal solid blockage ratios were obtained 
in the range of 0.015 =s Aa^JA,, < 0.089. It is noted that the 
nominal test section aspect ratio, model span ratio, and nominal 
solid blockage ratio were not fully independent variables for 
the disks, since a change in nominal soHd blockage ratio was 
coincident with either a change in span ratio or a change in 
nominal test section aspect ratio. Using the adaptive wall termi
nology of AGARD, it should be noted that the experiments fall 
into the Group 1 flow category (Hornung, 1990). 

For each of the twenty experiment configurations, drag coef
ficient measurements were acquired under the influence of geo
metrically-straight walls (GSW), aerodynamically-straight 
walls (ASW) in which the longitudinal static pressure gradient 
was removed (for an empty test section), and adapted walls 
computed using the Predictive Strategy. Data were compared 
to the disk drag coefficient result of Fail et al. (1957), at Co 
= 1.12 for Re,, > 10". The experiments of Fail et al. (1957) 
were judged to be of high enough quality to be considered 
"interference-free," since particular attention was given to the 
model support system, the solid blockage was kept to less than 
Adisk/A„ = 0.0145, and the results were corrected by Maskell's 
method (1963). 

Effects of Longitudinal Static Pressure Gradient 
The effects of the longitudinal static pressure gradient were 

removed experimentally by setting aerodynamically-straight 
walls (ASW), which was a necessary step in determining the 
final adapted wall solution with the Predictive Strategy (see 
also Kankainen and Brundrett, 1991; Kankainen et a l , 1994). 
The longitudinal static pressure gradient effects on the disk drag 
coefficient were found to be independent of bih and Adisit/A .̂ 
Results (Table 1) showed typically a 3 to 4 percent decrease 
in the disk drag coefficient under ASW conditions, when these 
data were compared to those acquired under straight-wall condi
tions (GSW). The noted differences in the disk drag coefficient 
results between GSW and ASW test section boundaries contra
dict the claims of Awbi and Tan (1981), that longitudinal static 
pressure gradient correction for high-drag bluff bodies is insig
nificant. 

Bloc]<:age Effects 
When the disk Co measurements acquired under straight wall 

(GSW) and adapted wall conditions are plotted against the 
nominal solid blockage ratio (Fig. 3), with comparison to 
the accepted disk drag coefficient of Co = 1.12, the adapted 

Fail, Lawford, and Eyre (19B7), C„ = 1.12 
• o b/h = 0.69 

0.04 
•/Ata 

0.06 0.10 

1.6 

1.0 

Fail, Lawford, and Eyre (1957), Co = 1.18 
t 0 b/h = 0.89 
A 1^ b/h = 1.06 
• a b/h = 1.35 

Adapted Walls 

0.20 

d/b 

Fig. 3 Disk drag coefficient data plotted against nominal solid blockage 
ratio, for straight walls (GSW) and adapted walls (Co ± 0.02 total com
bined uncertainty) 

Fig. 4 Disk drag coefficient data plotted against the model span ratio, 
for straight walls (GSW) and adapted walls (CQ ± 0.02 total combined 
uncertainty) 

wall results suggest that two-dimensional wall adaptation 
can achieve near-interference-free conditions for bluff-bodies 
of Adisk/A,, < 0.03. This ratio falls within the range of three-
imensional aerodynamic model sizes previously tested in 
a two-dimensional AWTS (Hornung, 1990). 

Though the straight wall drag coefficient data (Fig. 3) are 
independent of b/h, the adapted wall drag coefficient data seem 
to indicate that the smaller-height test section configuration 
{b/h = 1.35) is the most blockage-tolerant, and could permit 
minimum wall interference testing up to Adisk/A„ = 0.06 with 
adapted walls. However, given that (circular) disks were tested, 
the same nominal solid blockage ratio in a different test section 
also represents a different model span ratio (because A,j cannot 
be kept constant when varying b/h). The test section configura
tion with b/h > 1 is apparently more blockage-tolerant simply 
because the disk models being tested actually have a proportion
ally-smaller span ratio; i.e., the aspect ratio effect (or blockage 
ratio effect) is coupled with a span ratio effect. 

Model Span Ratio Effects 

When the disk Co data for straight walls (GSW) and adapted 
walls are plotted against the model span ratio, d/b, the adapted 
wall Co data now fall on a single curve, indicating that the 
model span ratio defines the adaptive wall testing limitations 
for this type of bluff-body flow (Fig. 4) . The experimental data 
suggest that provided d/b < 0.21, a two-dimensional AWTS 
can be used to create a minimum-interference flow environment 
(based on comparison to the previously-published data of Fail 
et al , 1957), and that the model span ratio recommendations 
are generally independent of b/h. This model span ratio recom
mendation for bluff-body flows agrees with model span ratio 
values used in previous experiments in a two-dimensional 
AWTS, for axisymmetric, slender bodies (Hornung, 1990). 

The results indicate that the primary constraint in tests of this 
nature is the model proximity to the fixed test section side walls. 
The model span ratio imposes a more severe restriction on 
model size than does the nominal solid blockage ratio, with 
the d/b < 0.21 recommendation defining the upper limit on 
permissible model size. 

It was observed that the straight wall Cp data of Fig. 4 (for 
all three b/h conditions) could be collapsed onto a single curve 
by plotting Co versus d/{bh)^'^, rather than as Co versus d/b. 
However, because the /j-dependency in adaptive wall testing is 
effectively eliminated through roof and floor adaptation, the Co 
versus d/h correlation (i.e., for adapted wall Co data) was 
considered to be more relevant. 

Post-Test Boundary Correction Methods 
Data obtained under ASW conditions were corrected with 

Maskell's method (1963), and showed excellent agreement 
with the published results of Fail et al. (1957), even up to Aa^k/ 
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A„ = 0.089 and dib = 0.29 (Table 1), since the scope of the 
investigation was within the capabilities of the method. The 
corrected straight wall Co results were blockage-independent 
and model-span-ratio-independent, and were in good agreement 
with the adapted wall data for dIb s 0.21. 

Though Maskell's method was effective over a greater range 
of blockage and model span ratios than two-dimensional wall 
adaptation with a two-dimensional WAS, the method is likely 
to fail under conditions of significant wall interference, under 
which the basic nature of a flowfleld might be altered, and 
generally provides only an estimate of Co-

Implications for Conventional, Straight-Wall Test 
Sections 

The disk Co measurements acquired under GSW conditions 
have important consequences for testing bluff-body models in 
conventional wind tunnels with fixed, straight-wall test sections. 
Extension of a best-fit line through the straight-wall Co data 
(Fig. 3) shows that the accepted, interference-free value for the 
disk drag coefficient can only be achieved for AnsJAi^ s 0.005 
(0.5 percent), a result consistent with the recommendation 
quoted by Saltzman and Ayers (1982). Extrapolation of the 
straight wall Co data plotted against span ratio (Fig. 4) shows 
that negligible wall interference conditions would be obtained 
tordlb < 0.10. 

Average Wall Setting Errors 

The investigation demonstrated that the two-dimensional Pre
dictive Strategy could be successfully used to establish mini
mum wall interference flowfields for three-dimensional bluff-
body models at low speeds, even when using only centerline 
static pressure measurements along the flexible test section 
boundaries. However, the £avg < 0.01 criterion (Lewis, 1988) 
was not a good indicator of a minimum-interference flow envi
ronment. The results showed that tolerable levels of residual 
wall interference in three-dimensional flows were found for £avg 
< 0.007. 

Wall Interference Assessment 
Using the two-dimensional WIA method for dih < 0.21, 

test section centerline distributions of u-^^iJU^ < 0.0025 were 
established with adapted walls over the entire length of test 
section (Fig. 5) . This level of residual blockage, with the disk 
model installed, was on the order of the test section induced 
wall interference tolerated in wind tunnels of high aerodynamic 
quality, but without a model present. 

It should be noted, however, that though the results of the 
two-dimensional WIA suggest that a minimum wall interference 
environment has been approximated, a full three-dimensional 
WIA method would be needed to verify off-centerline residual 
interference levels, and to properly account for side-wall-in
duced interference. 

Table 1 Disk drag coefficient data for bih = 1.06 {Co 
0.02 total combined uncertainty) 

dIb 

0.15 
0.17 
0.18 
0.21 
0.23 
0.26 
0.29 

^disk'^M 

0.018 
0.023 
0.028 
0.036 
0.046 
0.055 
0.070 

Co GSW 

1.18 
1.21 
1.23 
1.28 
1.3,3 
1.40 
1.48 

CoASW 

1.15 
1.18 
1.18 
1.24 
1.29 
1.35 
1.43 

CD Adapted 
walls 

1.10 
1.12 
1.11 
1.14 
1.16 
1.19 
1.20 

CD Maskell's 
method 

1.09 
1.10 
1.08 
1.10 
1.11 
1.12 
1.12 

I / - O'O' 

0.00 

o o o c . straight Walls 
Adapted Walls 

U. 

A. 
"f" 

0.2 0,4 0.6 0.8 

x/Lu 

Fig. 5 Two-dimensional streamwise wall interference assessment 
iliinJU^ ± 0.0010 total combined uncertainty) for disk model {b/h = 0.69, 
d/b = 0.18,>tdisk/»tt = 0.018) before wall adaptation (CD = 1.13) and after 
(Co = 1-10). The disl( model is located at X/LK = 0.46. 

Conclusions 

Two-Dimensional Adaptive Wall Test Sections The 
model span ratio was found to be the limiting parameter for 
successfully testing three-dimensional bluff-body models in a 
two-dimensional AWTS with a two-dimensional WAS, for min
imum wall interference (confirming the influence of the fixed 
test section side walls on the natural flow about the model). 
Though adapted walls were shown to minimize wall interfer
ence effects for An,odei/'4„ < 0.03 (preferably with b/h > 1), 
a model testing criterion of d/b < 0.21 (which was generally 
independent of i) / /j) was found to be the more significant restric
tion on model size. 

While experiments with three-dimensional wall adjustment 
strategies (and three-dimensional wall interference assessment 
methods) might demonstrate that these blockage and model 
span limits can be extended, the present results suggest that 
careful use of a two-dimensional wall adjustment strategy pre
cludes the need to employ a full three-dimensional wall adjust
ment strategy for such low-speed flows, provided the currently-
identified span and blockage restrictions are met (for bluff-
bodies). 

When using the Predictive Strategy (Wolf and Goodyer, 
1988) in particular, for testing three-dimensional models, the 
wall streamlining convergence criterion should be £avg = 0.007, 
rather than E^^^ = 0.01 recommended for two-dimensional tran
sonic model tests (Lewis, 1988). Computation of two-dimen
sional residual induced velocity distributions on the order of 
Mi„d/t/» «< 0.0025 demonstrated that the two-dimensional WAS 
was performing effectively. 

Lastly, disk models represent one of the worst cases for bluff-
body flows, given the prominent separation point and significant 
wake size and blockage. Preliminary investigations with an in
strumented sphere model have suggested that semi-aerodynamic 
shapes are more tolerant of model span and blockage (Sumner, 
1994), and that the adaptive wall model testing limitations 
which have been identified for bluff-bodies could be relaxed 
for these flows. 

Conventional, Straight-Walled Test Sections The inves
tigation confirmed that wall interference should be a major con
cern when designing an experiment for a conventional, straight-
walled wind tunnel test section, and when assessing the quality 
of experimental data obtained in such wind tunnels. Specifically, 
significant wall interference effects were found to be negUgible 
ioT Amadei/A,s < 0.005 (0.5 percent), a recommendation quoted 
by Saltzman and Ayers (1982). For axisymmetric bluff-body 
flows in particular, the model span ratio should be kept to d/b 
< 0.10. The correction for longitudinal static pressure gradient 
should be applied to straight-wall test section data, and may, 
for example, result in a 3 to 4 percent difference in Co. 

Maskell's method (1963) was shown to be satisfactory in 
correcting drag coefficient measurements obtained under 
straight-wall test section conditions up to A^isJA,s = 0.089 and 
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dib = 0.29, provided the induced pressure gradient effects were 
removed before the method was applied. However, post-test 
boundary correction methods of this nature use no quantitative 
assessment of wall interference, and are often restricted to ad
justing a single mean flow property. Since significant wall inter
ference can distort streamlines to the point where the entire 
fundamental nature of the flow is changed, generalized post-test 
boundary correction methods must fail under such conditions. 
Certainly, no reliable correction method exists apart from wall 
adaptation to remove the effects of wall interference on more 
sophisticated aspects of fluid mechanics, such as separation and 
transition points, turbulence structure, and convection-domi
nated heat transfer. 
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Implications of Correlated Bias 
Uncertainties in Single and 
Comparative Tests 
The effects of correlated bias uncertainties are considered for both single and compar
ative tests, and the implications of these effects on experimental results and their 
uncertainties are investigated. In single tests, correlated bias uncertainties can cause 
a significant increase or a significant decrease in uncertainty in the result as compared 
to the uncertainty when there are no correlation effects. In comparative tests, the 
experimental result is the difference of two test results or the ratio of two test results. 
If the same test apparatus and instrumentation are used to obtain the two test results, 
the systematic uncertainty in the difference or the ratio can be significantly less 
than the systematic uncertainty in the individual test results. However, the effects of 
systematic uncertainties do not cancel out in comparative tests in which the result is 
the difference in the results of two tests, contrary to assertions made in some engi
neering standards. 

1 Introduction 

The authors' objectives in this article are to examine the 
implications of correlated bias uncertainties (Coleman and 
Steele, 1989; Brown et al., 1994) in both single and comparative 
(back-to-back) tests, to draw some general conclusions that can 
be useful in designing such experiments and in analyzing their 
results, and to correct some erroneous ideas about uncertainties 
in comparative tests that have appeared in some engineering 
standards (ANSI/ASME, 1984; ANSI/ASME, 1986). In this 
section, we will review some basic uncertainty analysis con
cepts. In Section 2, correlated bias effects on single tests are 
considered, and in Section 3 the effects of correlated bias uncer
tainties in comparative tests (both difference and ratio) are 
discussed. The general conclusions of the study are summarized 
in Section 4. 

A general representation of a data reduction equation (DRE) 
is 

r=r(XuX2, ,Xj) (1) 

where r is the experimental result determined from J measured 
variables, Xi. Each of the measurements of the variables con
tains bias (systematic) errors and precision errors. These errors 
in the measured values then propagate through the data reduc
tion equation, thereby generating the bias and precision errors 
in the experimental result, r. Only in rare instances is the true 
value of a quantity known, thus, it is necessary to make an 
estimate of an error, and that estimate is called an uncertainty, 
U. Uncertainty estimates are made at some confidence level— 
a 95 percent confidence estimate, for example, means that the 
true value of the quantity is expected to be within the ±U 
interval about the experimentally-determined value 95 times out 
of 100. 

As an estimator of the true but known bias error, a bias limit 
B is often defined. A 95 percent confidence estimate of B is 
interpreted as the experimenter being 95 percent confident that 
the true value of the bias error, if known, would fall within 
±B. (It is assumed that corrections have been made for all bias 
errors whose values are known—the remaining bias errors are 
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thus equally as likely to be positive as negative.) A useful 
approach to estimating a bias limit is to assume that the bias 
error for a given case is a single realization drawn from some 
statistical parent distribution of possible bias errors. For exam
ple, one might assume that a bias error belongs to a Gaussian 
parent distribution with a zero mean and a standard deviation 
b so that the interval defined by ± 5 = ±2b would include 
about 95 percent of the possible bias errors that could be realized 
from the parent distribution. (The bias limit is sometimes re
ferred to as the "systematic uncertainty".) 

As an estimator of the magnitude of the precision errors, a 
precision limit P is often defined. A 95 percent confidence 
estimate of P is interpreted to mean that the ± P interval about 
a single reading of X, (or about a single result r) should cover 
the appropriate parent population mean 95 times out of 100. 
(The precision limit is sometimes referred to as the "precision 
uncertainty".) 

As developed in the recently issued AGARD report 
(AGARD, 1994), the 95 percent confidence "large sample" 
uncertainty analysis equations recommended for use in the vast 
majority of engineering tests are 

f/? = S j + P? (2) 

where 

and 

Bj=^ejBf + 2X I OAB,, (3) 
/= ! 1 = 1 t = i + l 

D2 _ IdJPj (4) 

assuming no correlated precision uncertainties. In Eqs. ( 2 ) -
(4), Ur, Br, and P^ are the uncertainty, bias limit, and precision 
limit, respectively, of the result given by Eq. (1); the S, and 
Pi are the bias limits and precision limits, respectively, of the 
variables X,- in Eq. (1); Bm is the covariance estimator for the 
bias errors in X, and Xt; and 

dr 

dXt 
(5) 

These equations incorporate the assumptions and approxima
tions discussed in detail in AGARD (1994) and are consistent 
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with the methodology of ISO (1993). The necessity of estimat
ing the Pi's and P^ over an appropriate time interval is discussed 
in detail in Coleman and Steele (1989) and AGARD (1994). 

When estimating the bias limits B, of the individual variables 
in Eq. (3) , it is often useful to consider the elemental sources 
of bias that arise from such categories as calibration errors, data 
acquisition errors, data reduction errors, test technique errors, 
etc. For instance, if for the 7th variable, Xj, there are M elemen
tal bias errors identified as significant and whose bias limits are 
estimated as (By)i, (Bj)2, . . . , (BJ)M, then the bias limit for 
the measurement of Xj is calculated as the root-sum-square 
(RSS) combination of the elemental limits 

Bj = [i(Bj)ir' (6) 

As discussed in Brown et al. (1994), the approximation that 
is recommended for the covariance estimator Bu, in Eq. (3) is 

Bik — 1J (Bi)a{Bk)a (7) 

where the summation is over the L elemental systematic error 
sources that are common for measurements of variables X, and 
Xk. In the authors' experience, the only way to identify corre
lated bias uncertainties is to recognize elemental sources that 
are common for more than one measured variable and that 
therefore cause the measurements in the different variables to 
be either consistently high or consistently low. In such cases, the 
covariance estimator (as given by Eq. (7)) is always positive. In 
principle, it is possible for the true covariance of the systematic 
errors in different measured variables to be negative, but the 
authors have never encountered such a case (that they recog
nized). 

It is not unusual for the uncertainties in the results of engi
neering experiments to be influenced by the effects of correlated 
bias uncertainties in the measurements of several of the vari
ables. A typical example occurs when different variables are 
measured using the same transducer, such as multiple pressures 
sequentially ported to and measured with the same transducer 
or temperatures at different positions in a flow measured with 
a single probe that is traversed across the flow field. Obviously, 
the bias errors in the variables measured with the same trans
ducer are not independent of one another. Another common 
example occurs when different variables are measured using 
different transducers all of which have been calibrated against 
the same standard, a situation typical of the electronically 
scanned pressure (ESP) measurement systems in wide use in 
aerospace test facilities. In such a case, at least a part of the 
bias error arising from the calibration procedure will be the 
same for each transducer, and thus some of the elemental bias 
error contributions in the measurements of the variables will be 
correlated. 

(8) 

(9) 

2 Correlated Bias Effects in Single Tests 

Consider a case for which the data reduction equation is 

r = r{x,y) 

Then the bias limit for r is (applying Eq. (3)) 

B r = 6 xB X '^" VyBy + LUx^yBxy 

Depending on the particular experimental approach, the effect 
of correlated bias errors in the measurements of different vari
ables can lead either to increased or to decreased systematic 
uncertainty in the final experimental result as compared to the 
same approach with no correlated bias errors. Consider the final 
term in Eq. (9) —if some bias errors are correlated {B^y > 0) 
and the partial derivatives (9^ anc} 6y) are of the same sign, the 
term is positive and B^ is increased. On the other hand, if some 
bias errors are correlated and the partial derivatives are of oppo

site signs, the term is negative and Br is decreased. This observa
tion suggests that the effect of correlated bias errors can some
times be used to advantage if the proper strategies are applied in 
planning and designing the experiment—sometimes one would 
want to force correlation of bias errors using appropriate calibra
tion approaches, sometimes not. 

This point was evident in previously reported work (Brown 
et al., 1994) in which four experiments were investigated using 
a Monte Carlo simulation technique. In temperature difference, 
pressure coefficient, and compressor efficiency experiments, the 
presence of correlated bias effects decreased B„ and it was 
shown that if the correlated effects were ignored, the resulting 
Br estimate could be too large by several orders of magnitude. 
In the experiment in which the result was the average of three 
temperatures, the presence of correlated bias effects increased 
Br, and it was shown that if the correlated effects were ignored, 
the resulting Br estimate could be much too small. 

Consider, as a specific example for this article, the situation 
in which an average velocity of air flow at a duct cross-section 
is needed so that a volumetric or mass flow rate can be deter
mined. This occurs in a variety of heating, ventilating, and air 
conditioning (HVAC) applications, in heat exchanger heat rate 
determinations, and in turbine efficiency tests (Hudson, 1994). 
In the determination of this average velocity of air flow in a 
duct, measurements are made at various positions in the duct 
cross-section (either by traversing a probe or using a rake) and 
an area weighted average velocity is determined as 

1 " 

^^tot ,--1 
(10) 

where each V, is measured at the midpoint of the area Ai and 
A,o, is the duct cross-sectional area. If all of the A.'s are equal, 
then the average velocity becomes 

K. 
1 

= -y V (11) 

Applying Eq. (3) to Eq. (11), the bias limit for the average 
velocity due to the systematic uncertainties in the measurements 
of the velocities V. is 

Bl 
N 

= 1 
1 = 1 

{B,f + 2 1 I i-1 \ / I 
Â  

fiv,u (12) 

The Bv.'s are all equal (to By, say) for cases where (a) a 
single probe is traversed (or a rake of probes is used with all 
transducers having been identically calibrated against the same 
standard), (b) the installation error is the same at each measure
ment position, and (c) the Sv,'s are a fixed value ("% of full 
scale" rather than "% of reading"). For such cases Eq. (7) 
gives 

Bv,Vt — {Bv^i.Bvi) = By 

and Eq. (12) reduces to 

By = By 

(13) 

(14) 

For this set of circumstances, then, the bias limit for the average 
velocity is equal to the bias limit for a single measurement of 
velocity. Note, however, that this would not be the case if the 
Bv's, were specified as "% of reading" or some other function 
of the measured value, since Eq. (7) would not yield the rela
tionship shown by Eq. (13). 

On the other hand, if all of the By's, are of the same magnitude 
(By) but are totally uncorrected (perhaps when a rake of probes 
is used but none of the transducers have been calibrated against 
the same standard), then the bias limit for the average velocity 
is, from Eq. (12), 
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Bv 
7N 

By (15) 

There are several important points to be made from this exam
ple. First, the bias limits for Vavg for the two situations differ 
by a factor of IHN, with the bias limit being smaller when 
there are no correlated biases. It cannot be said, therefore, that 
it is always "conservative" to ignore the correlated bias contri
butions. Second, in HVAC applications minimum values of N 
= 20 for round ducts and N = 16 for rectangular ducts are 
recommended (ASHRAE, 1989), meaning that ignoring the 
correlated bias effects would lead to estimates of By that were 
about 5 to J of the value estimated by proper consideration of 
the correlated bias effects. This effect, then, can be quite consid
erable. 

3 Correlated Bias Effects in Comparative Tests 

Many misconceptions have appeared in the engineering liter
ature regarding the effects of bias uncertainties in comiparative 
tests. Even in some engineering standards, statements about 
the uncertainties associated with comparative (back-to-back) 
experiments are made such as 

' 'uncertainty in the difference measurement will be composed 
only of precision errors" (ANSI/ASME, 1986) 

and 

". . .all the fixed, constant bias errors will cancel out. The 
measurement uncertainty is composed of precision errors 
only" (ANSI/ASME, 1984) 

The authors of such statements try to account for the correlated 
error effects without using the mathematics as derived in Eq. 
(3), and the statements are incorrect in general. 

In this section, we will examine the effects of correlated bias 
uncertainties in two cases: (1) where the experimental result of 
interest is the difference of the results from two tests, and (2) 
where the experimental result of interest is the ratio of the 
results from two tests. The effects can be most easily seen for 
the simple test in which the result is a function of two measured 
variables, so that the data reduction equation for a single test 
is given by Eq. (8) 

r = r(x, y) (8) 

Difference of Results of Two Tests. Consider the case in 
which the experimental result of interest is the difference in the 
results of two tests. An example would be a wind tunnel test 
program to determine the drag increment due to a configuration 
change on a model for a given freestream condition. Labeling 
the tests as a and b, the data reduction equation is 

rix„, y j - r(x,„ yi,) (16) 

Application of Eq. (3) gives the expression for the bias limit 
for 6 

86 Bj = l^] El + 1 ^ 1 Bl + 2( ^ I ( ^ IB. 
d8\( 86 d6y 

dXa j '" \ dXi, y ""' y 8Xa) \ dXb 

Derivatives with respect to a variable with an a subscript are 
evaluated at the conditions of test a, while derivatives with 

respect to a variable with a b subscript are evaluated at the 
conditions of test b. Noting that 

86 _ dr ^ 86 _ dr 

dxa 8x„ ' 8ya dya 

86 _ 8r 96 _ dr 

8x,, dxk ' dyt dy,, 

and substituting into Eq. (17) gives 

(18) 

^XBIJ^YBX.2(^\(-
dxj " \dx,J \8x^ 

dr 

8xh 

- l ^ - ( l : ^ . - ( ! : ) ( - 1 : )̂ -
+ 2i—\i—\B + 2 / - — 

\dxj\8yj '''^" \ dxb 
^ \ B 
8yJ '"^ 

+ 2 
dr\(8r 

8xh / \ dy, 7h-Hlt^ dr_ 

dyb 
^Vl, 

(19) 

The third term on the right-hand-side (RHS) accounts for 
the correlated bias uncertainties in the measurement of x in test 
a and the measurement of x in test b, and the sixth term does 
the same for the y measurements. Since in most comparative 
tests a variable will be measured by the same system in test a 
and in test b, most (if not all) of the elemental error sources 
will be identical in the measurements of a variable in the two 
tests and the covariance estimator will be nonzero and positive. 

The final four terms on the RHS account for the possibility 
that the x measurements and the y measurements might share 
some elemental error sources. This usually occurs when x and 
y are both pressures, or both temperatures, etc., and are either 
measured with the same instrument or with different instruments 
that have been calibrated against the same standard. 

For this discussion, assume measurements of x and measure
ments of y share no elemental error sources so that the final 
four RHS terms are zero. Equation (19) then becomes 

Bi = 
dr 

8Xa 

dr 

dya 

Bl + 

Bl + 

dr 

dxi, Bl < l 8r 

8xbn'^ 

8yb ^'•-iBil^h''»' 
As stated at the beginning of this section, two Standards 

documents indicate that Bg is always zero. What are the condi
tions necessary for Bg to be zero? First, all of the elemental bias 
error sources for x measurements must be the same in test a 
and in test b, and the bias limits for all of the elemental sources 
must be constants (% of full scale type) rather than a function 
of the measured value (% of reading type, for instance). The 
same must be true for the systematic errors in the y measure
ments. Then 

Bx„ - B^ - fi.; B,r. - S^ 

^y,, - ^n - ^y'' ^y^, - ^y (21) 

Second, the derivatives evaluated at test a conditions must equal 
the corresponding derivatives evaluated at test b conditions, i.e.. 

dr 
dXa 

dr 

8xb 

dr 

dya 

dji 

dyb 
(22) 

For the conditions represented by Eqs. (21) and (22), the first, 
second and third terms on the RHS of Eq. (20) add to give 
zero, as do the fourth, fifth and sixth terms. Equation (20) then 
yields Be = 0. 
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Now consider the experiment mentioned previously investi
gating the drag increment due to a model configuration change. 
The data reduction equation is 

Fa 

5 PaVlA, I P.VlA, 

The derivatives with respect to V, for example, are 

-2F„ db 2Fh dS_ 

dV„ PaVlA,. 

d6_ 

PhVlAt 

(23) 

(24) 

Even if the denominators of the two derivatives are equal (test 
a and test b freestream conditions exactly the same), the numer
ators will not be the same except for the very special instance 
of the dependent test variable (drag force in this case) having 
the same value in the two tests. This is a highly unlikely occur
rence—even if a test is replicated with everything the same, 
including configuration, the measured values of the variables 
will be slightly different in tests a and b. In the more likely 
case of interest in this section, the drag forces F„ and F,, will 
be different, so (5 =̂  0 and the conditions of Eqs. (21) and (22) 
are not fulfilled. 

Based on the discussion above, it must be concluded that 
the effects of systematic uncertainties do not cancel out in 
comparative experiments in which the result is the difference 
in the results of two tests. When the same test apparatus and 
instrumentation are used in the two tests, however, the system
atic uncertainty in 6 (from Eq. (19) or (20)) can be significantly 
less than the systematic uncertainty in either the result of test 
a or of test b. 

When considering the question "How small an increment can 
be distinguished in a comparative test?'' the overall uncertainty 
associated with 6 must be considered, since it can be argued 
that the minimum distinguishable increment must certainly be 
larger than its uncertainty. The uncertainty in 6 is given by 

B + Pi (25) 

where Bg is given by Eq. (19) or (20). The determination of 
the appropriate estimate for P« warrants further discussion. 

The estimate of Ps must include the influence of all of the 
significant factors that cause variation in 6, considering the 
process by which 6 is determined. Consider a case similar to 
the drag increment experiment, for instance, in which the wind 
tunnel was shut down after test a; the model was removed, 
altered, and reinstalled; the tunnel was re-started and reset to 
the freestream conditions of test a; and then the test b data were 
taken. For a DRE given by Eq. (16), using Eq. (4) to determine 
Ps by propagation gives 

dr 

dx„ 
Pl + 

dr_ 

dxi, 
P^ + 

dr 

dy„ dyj '' 
(26) 

This will not, in general, give an appropriate estimate of Ps if 
the P,.'s and Pj,'s are estimated based on data taken within a 
test without tunnel conditions reset and model re-installation 
effects included. A more appropriate estimate would be given 
by substituting 

ra = r{Xa, ya); r,, = r{xi,, yi,) 

into Eq. (16) and applying Eq. (4) to yield 

P? =:(1) 'P? + {-lyPl 

(27) 

(28) 

where the P / s are determined directly from a sample of multiple 
results (Coleman and Steele, 1989; AGARD, 1994) that in
cludes all of the effects discussed above. 

In many practical engineering tests (such as the drag incre
ment experiment example), one might determine an estimate 
of Pr directly from a sample of previous results (for a similar 
model if possible) that includes the effects of resetting tunnel 
conditions and model re-installation, and assume that 

P = P 

so that Eq. (27) gives 

Pt = ^Pr 

(29) 

(30) 

It should be noted that depending on how the comparative 
experiments are performed, some factors listed above that can 
affect S may not occur during the testing period. For instance, 
if the model angle is the only parameter changed between tests 
a and h with the wind tunnel continually operating at the same 
nominal conditions during both tests, then the precision limit 
associated with the comparison would not contain the effects 
of shutting the tunnel down and restarting it or of model removal 
and reinstallation. The P^ values in Eq. (29) should represent 
only those precision factors that exhibit variations in the com
parison of results from tests a and b. 

Ratio of Results of Two Tests. Consider the case in which 
the experimental result of interest is the ratio of the results of 
two tests. Such cases occur, for example, in heat transfer testing 
when data are presented as ratios of heat transfer coefficients 
for different wall boundary conditions on a given test article. 
A recent example, including discussion of the uncertainty as
pects, was published by Chakroun et al. (1993). Labeling the 
tests as a and b, the data reduction equation is 

V = 
r{x„, y j 

r(xi„yb) 
(31) 

Application of Eq. (3) gives the expression for the bias limit 
for 77 

^l 

-s^. 

Noting that 

dr) _ \ dr dr] _ 1 dr 

dxa rb dxa ' dy„ r^ dy„ 

df] _ —ra dr dr] _ ~r„ dr 

dxb rl dxb ' dyi, rl dy^ 

and substituting into Eq. (32) gives 

(32) 

(33) 

\ ( dr\ 

f^ b 
Bl = -A^\Bl^'-A^\B dXaJ 

dr 

dXb 

'^rAdXajWr'"-^ rl 

dr_ 

dya 

f dr\ 
-t \dyb/ 

S , - 2 ^ ^ 
dr\(d. 

rl \dya) \dy, 
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+ 2 
dr 

dx„ 

dr 
K^ 

r^ dr_ 

dxh 

dr_ 

dyb 

(34) 

This expression is identically zero only for the relatively 
uninteresting case in which tests a and b are exactly the same. 
In that case, r? = 1 and the first, second and third terms on the 
RHS of Eq. (34) add to zero, as do the fourth, fifth, and sixth 
terms and the seventh, eighth, ninth, and tenth terms. For a 
more practical situation, the study by Chakroun et al. (1993) 
showed that when heat transfer test results were presented as a 
ratio to results from a baseline test, the bias uncertainty of the 
ratio was less than the bias uncertainty associated with the 
results from either test. The study included the complexity of 
the measurements of x and y variables sharing an identical 
source of bias error, so that all six covariance terms in Eq. (34) 
were non-zero. 

As in the case in which the experimental result was the differ
ence in two results, when the same test apparatus and instrumen
tation are used in two tests the ratio of the two test results 
can have a lower systematic uncertainty than the systematic 
uncertainty in either of the individual test results (as shown 
by Chakroun, et al. (1993)). The same precision uncertainty 
considerations discussed for the difference tests apply in the 
case of ratio tests. 

4 Conclusions 

In single tests, correlated bias uncertainties can cause a sig
nificant increase or a significant decrease in uncertainty in the 

result as compared to the uncertainty when there are no correla
tion effects. It cannot be said, therefore, that it is always "con
servative" to ignore correlated bias contributions. 

In comparative tests, the experimental result is the difference 
of two test results or the ratio of two test results. If the same 
test apparatus and instrumentation are used to obtain the two 
test results, the systematic uncertainty in the difference or the 
ratio can be significantly less than the systematic uncertainty in 
the individual test results. However, the effects of systematic 
uncertainties do not cancel out in comparative tests in which 
the result is the difference in the results of two tests, contrary to 
assertions made in some engineering standards (ANSI/ASME, 
1984: ANSI/ASME, 1986). 
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Assessment of a Reynolds 
Stress Closure Model for 
Appendage-Hull Junction Flows 
A multiblock numerical method, for the solution of the Reynolds-Averaged Navier-
Stokes equations, has been used in conjunction with a near-wall Reynolds stress 
closure and a two-layer isotropic eddy viscosity model for the study of turbulent 
flow around a simple appendage-hull junction. Comparisons of calculations with 
experimental data clearly demonstrate the superior performance of the present sec
ond-order Reynolds stress (second-moment) closure over simpler isotropic eddy vis
cosity models. The second-moment solutions are shown to capture the most important 
features of appendage-hull juncture flows, including the formation and evolution 
of the primary and secondary horseshoe vortices, the complex three-dimensional 
separations, and interaction among the hull boundary layer, the appendage wake 
and the root vortex system. 

Introduction 
The vorticities shed from the hull, appendages, and intersec

tions of a submarine are a major cause of the spatial nonunifor-
mity in propeller inflow. These flows are typically characterized 
by thick boundary layers in the stem region, counterrotating 
longitudinal vortices generated by appendage-hull junctures, 
and appendage turbulent wakes. The spatial nonuniformity of 
axial velocities and redistribution of turbulent Reynolds stresses 
significantly affect the propulsor noise and powering perfor
mance. In order to address the propulsor/hull/appendage inter
actions and the associated acoustics, it is necessary to develop 
accurate and robust hydrodynamic assessment capabilities for 
detailed resolution of the appendage-hull juncture vortices and 
nonuniform inflow to submarine propulsors. 

Recently, Chen and Korpus (1993) and Chen et al. (1994) 
developed a multiblock Reynolds-Averaged Navier-Stokes 
(RANS) method in conjunction with the two-layer k - t model 
of Chen and Patel (1988) for calculations of viscous incom
pressible flow around practical submarine and ship configura
tions. The method successfully captured many important fea
tures of ship and submarine flows including the thick boundary 
layers, viscous wakes, and nonlinear free surface waves. How
ever, these studies also revealed several critical deficiencies of 
isotropic eddy viscosity models for the tracking of longitudinal 
vortices behind submarine appendages and ship sterns. In partic
ular, the isotropic eddy viscosity models were found to produce 
excessive eddy viscosity in regions of strong surface curvatures 
or significant vortical motions. The extra diffusion caused by 
excessive eddy viscosity is responsible for the overprediction 
of mean velocities in the inner part of the stern boundary layer, 
and the rather poor resolution of longitudinal vortices behind 
the submarine appendages. 

In order to improve the predictions of the inflow to submarine 
propulsors, it is necessary to employ advanced turbulence clo
sures which can more accurately resolve the Reynolds stress 
anisotropy for complex three-dimensional flows involving large 
surface curvatures and strong vortical motions. In the past sev
eral years, there has been significant progress in the second-
moment closure models for engineering flow calculations in
volving significant curvatures, swirling motions, buoyancy, or 
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density stratifications. The review of many comparative calcula
tions by Launder (1989) and So et al. (1991) clearly demon
strated the superior predictive capability of second-order Rey
nolds stress closures in comparison with simpler eddy viscosity 
models. In a recent study, Chen (1992, 1993) examined several 
high-Reynolds-number and near-wall second-order Reynolds 
stress models with the specific objectives of evaluating their 
performance for submarine flow simulations. Very encouraging 
results have been obtained using the second-moment closure 
model of Speziale, Sarkar, and Gatski (SSG, 1991) and Shima 
(SH, 1988) for applications involving simple submarine con
figurations. 

In the present study, a practical near-wall Reynolds stress 
closure model has been devised by extending the SSG second-
moment closure all the way to the solid surface to enable direct 
resolution of the laminar sublayer and buffer layer in the near-
wall region. Calculations have been performed using the gener
alized SSG second-moment closure for viscous incompressible 
flows around an appendage/flat-plate junction and several prac
tical submarine configurations. The present paper is concerned 
specifically with a detailed validation and critical assessment 
of the proposed near-wall second-moment closure model for 
the appendage/flat-plate junction flow of Dickinson (1986). 
Applications of the present second-moment RANS method for 
the simulation of turbulent incompressible flow around practical 
submarine and ship configurations are reported in Chen (1994, 
1995). 

Governing Equations 

Consider the nondimensional Reynolds-Averaged Navier-
Stokes equations in general curvihnear coordinates (^', t), i = 
1, 2, 3, for unsteady incompressible flow: 

[/;, = 0 

dt 
+ U"'U',„ -8"" p., 

1 
"W 

(1) 

«;;;; + F' (2) 

where R'^ = u'u* is the Reynolds stress tensor. Overbars imply 
the ensemble Reynolds averaging and the summation conven
tion is used for repeated indices. The subscripts ,m and ,mn 
represent the first and second covariant derivatives with respect 
to ^"'. g'"" is the conjugate metric tensor in general curvilinear 
coordinates. U' and u' are contravariant components of the mean 
and fluctuating velocities, F' are contravariant components of 
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the body force field, t is time, p is pressure, and Re = UoL/v 
is the Reynolds number, based on a reference velocity f7„, a 
reference length L, and the kinematic viscosity v. All quantities 
are made dimensionless using [/„, L and density p. 

The Reynolds stress tensor R'' is a solution of the transport 
equations 

dR" 

dt 
+ U"'R'!,n = P'' + Dl + D'"„ + D'i + $ " - e'J (3) 

with 

P'̂  = ~(R""Ui„ + R''"U'^y, D'l = -{u'u'u"')^ (4) 

Dt = -g'-^iu'p')^ - g""(u^p'),„ 

D'i = (l/Re)g'""R%„ (5) 

$y = p'(g""ui + gJVJ ; £" = (2/Re)g"""«:„,M,i (6) 

where P", Dj;, D^, 2)^^ $ '^ and e" represent the production, 
diffusion by velocity fluctuation, diffusion by pressure fluctua
tion, viscous diffusion, pressure-strain, and viscous dissipation, 
respectively. To solve these equations, appropriate closure mod
els must be provided for the diffusion, pressure-strain and dissi
pation terms. A comprehensive review of various second-mo
ment closure models can be found in, among others. Launder 
(1989), Speziale (1991), and So et al. (1991). Chen (1992, 
1993) has recently examined several of these advanced Reyn
olds stress closure models in order to ascertain their general 
performance for submarine flow simulations. Very encouraging 
results have been obtained using a second-moment closure 
model which combines the pressure-strain correlations of Spezi
ale, Sarkar, and Gatski (SSG, 1991) with the near-wall Reyn
olds stress closure of Shima (SH, 1988). In the present study, 
the high-Re SSG closure has been extended directly to the solid 
surface with a consistent near-wall closure model to further 
improve the prediction of near-wall turbulent flows involving 
strong pressure gradients and three-dimensional separations. 

High-Re Second-Moment Closure. It is well known that 
the pressure-strain correlation '̂-̂  plays a pivotal role in de
termining a wide variety of the turbulence structures for com
plex three-dimensional flows. There are two distinct kinds of 
interactions giving rise to the pressure-strain correlations; one 
involving just fluctuating quantities ($") and the other arising 
from the presence of the mean rate of strain ( $ " ) . In addition, 
wall-reflection terms ^'(„ and ^l^ are often added to account 
for the wall proximity effects due to the presence of solid bound
aries. In the present study, the high-Re SSG pressure-strain 
correlations of Speziale, Sarkar, and Gatski (1991) have been 
generalized to arbitrary curvilinear coordinates system as fol
lows: 

$« = $'/ + $" (7) 

where 

$ • / ( C e + CfPW + C2e(g„„b""bJ" - \g"n) (8) 

^'i = (Cj - CtlI"^)kS'-> 

+ CMgn,nb''"SJ" + g„„bJ"'S"' - lg''gn,rgn.b"'"S") 

+ Csk{g,„J,''"W''' + g^„b'"'W') (9) 

and 

^" = ? 7 - ^ « ' ; " = g.rgn.b""'b^' 2k 3 

s' = k{g'"'u\„ + g""t/.i,); w" = ^(gJ"'Ui,„ - g""Ui) 

where the model constants (C,, Cf, C2, C3, C*, C4, Cs) are 
equal to (3.4, 1.80, 4.2, 0.8, 1.30, 1.25, 0.40). In addition to 
the pressure-strain terms, appropriate closure models are also 
needed for the diffusion and dissipation terms. In the present 
study, the gradient-diffusion model of Daly and Harlow (1970) 
was generalized to curvilinear coordinates to provide necessary 
closures for the combined turbulent diffusions D'^ = D'i + 
D'j, as: 

D'' = C'A -R'""R'{ c; = 0.22 (10) 

For fully turbulent flow away from the solid walls, the dissipa
tion terms are assumed to be isotropic with e" = (2/3)g"£. 

Near-Wall Reynolds Stress Closure. It is well known that 
a solid boundary exerts many important effects on the character
istics of the near-wall turbulence. A rigid wall enforces no-
slip conditions, thus ensuing that the turbulence stresses are 
negligible within a laminar sublayer where the viscous effects 
become of vital importance. Furthermore, it raises the dissipa
tion rates in the wall region by reducing the length scales of 
the fluctuation. The solid wall also reflects pressure fluctuations 
and inhibits turbulence energy transfer into fluctuations normal 
to the wall. Most of the wall-reflection terms introduced in high-
Re closure models do not explicitly account for the viscous 
damping effects, they actually reflected pressure fluctuations 
and provided a desirable "echo" effect in the proximity of a 
wall. In addition to these wall-reflection effects, several near-
wall models have been proposed to explicitly account for the 
viscous damping effects in the dissipation and pressure-strain 
processes. A comprehensive review of these models was given 
in So et al. (1991). The majority of these near-wall closure 
models introduced viscous damping functions in the dissipation 
and pressure-strain terms, while retaining the high-Re closure 
for diffusion terms. 

Most of the existing near-wall models were formulated in 
Cartesian tensors with explicit reference to surface normal di
rections M,. It is noted, however, that the contravariant Reynolds 
stress component u'u' does not strictly represent the normal 
stress perpendicular to the solid surface n, unless a triply-orthog
onal coordinate system is employed. Moreover, the surface nor
mal n, may not be uniquely defined for concave surfaces with 
strong curvatures such as the corner region of the appendage-
hull junction considered here. In order to avoid possible ambigu
ity in the determination of n, for complex geometries, it is 
desirable to employ a near-wall closure which does not depend 
explicitly on the surface normal n,. In the present study, the 
high-Re second-moment closure described above has been ex
tended all the way to solid walls using a practical near-wall 
closure which depends only upon the near-wall distance y, but 
not the surface normal directions n,. In particular, we have 
modified one of the more successfully near-wall closures, 
namely that of Shima (1988), to faciUtate a direct resolution 
of the laminar sublayer and buffer layer in the near-wall region. 

Instead of modeling the near-wall $'•' and €/, separately, we 
shall rearrange these two terms following the arguments of 
Lumley (1980) as 

#i; - e" = $ f + # 1 + $ 1 - \g»e (11) 

where $'/ = $'/ e" 4- (2/3)g'-'e includes only the turbulence 
(fluctuation) part of the pressure-strain and dissipation terms, 
while $2 represents the mean-strain part of pressure-strain cor
relation given in Eq. (6). In the present study, both # f and 
^'i are modeled using near-wall damping functions similar to 
those proposed by Shima (1988): 

$ f = -C ,{1 - ( 1 - 1/C,)f,,}eb« 

+ C2(l- f„)e{g„„b'"'y" - \g"n) (12) 
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Fig. 1 Partial view of the numerical grid 

$;/ =/^{0.45(P'^ -ig'P) 

- 0.03(2^ - ig'P) + 0Mk(2S'J)] (13) 

Ct = C, + Ct-; f„ = e\pl-(0.015^lky/uy] (14) 

P = y,mP""'; Q'' = -gM{g"R'' + g^"R")u"; (15) 

where y is the normal distance from the nearest solid surface. 
Away from solid walls, the effects of damping functions dimin
ish exponentially to zero with $'/ = ^'( and #if, = 0 in the fully 
turbulent regions. Unlike the earlier SSG/SH closure of Chen 
(1992, 1993) which combines the high-Re SSG and near-wall 
SH models in a two-layer approach, the present near-wall clo
sure is completely consistent with the high-Re SSG model and 
can be used in both the near-wall and fully turbulent flow re
gions. Consequently, the needs for consistent matching of the 
Reynolds stresses described in the hybrid SSG/SH closure 
model is completely alleviated. 

Results and Discussion 
Calculations have been performed for viscous flow around 

an appendage-hull junction to provide a thorough assessment 
of the present near-wall second-moment closure model. In par
ticular, we consider the flow past a symmetric appendage 
mounted on a flat plate at zero incidence to a uniform stream. 
This simple model problem has been used in several previous 
experimental (e.g., Dickinson, 1986; Pierce and Harsh, 1988; 
Devenport and Simpson, 1990) and numerical (among others. 
Sung and Yang, 1988; Chen and Patel, 1989) investigations to 
study flow phenomena associated with junctions in practical 
configurations, such as those in appendage-hull junctions in 
hydrodynamics, wing-fuselage intersections in aerodynamics, 
and blade-hub junctions in propellers and turbomachinery. In 
the present study, the appendage/flat-plate experiment of Dick
inson (1986), which is representative of many previous experi
mental studies, has been selected for the validation and assess
ment of the new near-wall Reynolds stress closure. In this exper
iment, a 25.9 cm (10.2 in) chord appendage, consisting of a 3:2 
semielliptic nose and a NACA 0020 aft section, was mounted in 
a 0.61 m wide, 1.22 m high (2 ft X 4 ft) wind tunnel. The 
maximum thickness of the appendage was 6.1 cm (2.4 in), 
which gives a nominal area blockage of 10 percent. Pressure, 
velocity and Reynolds stress data were taken at seven axial 
stations XIC = -0.75, 0.18, 0.64, 0.75, 0.93, 1.05 and 1.50, 
under different inflow conditions. 

Calculations were performed at the experimental Reynolds 
number of 5 X 10' using an 101 X 81 X 41 numerical grid 
shown in Fig. 1. The grid was constructed with adaptive re
finement of grid density along the trajectory of the primary 
horseshoe vortex to improve the resolution around the vortex 

core region. This fine adaptive grid has been demonstrated to 
yield grid-independent solutions in a systematic grid refinement 
study performed by Chen (1994). Therefore, any discrepancies 
between the measurements and present numerical results must 
be attributed primarily to the difference in test conditions or 
turbulence modeling. 

Several experimental investigations of steady and unsteady 
horseshoe vortices in the plane of symmetry have been made 
by Baker (1979, 1980), Kawahashi and Hosei (1989), Deven
port and Simpson (1990), and other researchers. Detailed nu
merical studies of the horseshoe vortex systems have also been 
performed recently by Visbal (1991), Hung et al. (1992) and 
Chen and Hung (1992) for both laminar and turbulent flows at 
various Reynolds and Mach numbers. For laminar flows, de
tailed particle traces in the plane of symmetry reveals an evolu
tion of the vortex system from a saddle point of attachment 
with no spiral horseshoe vortex, to a single spiral vortex, and 
finally to a complex flow structure with multiple spiral horse
shoe vortices. On the other hand, the turbulent flow calculations 
indicated a quite different flow topology with the outermost 
singular point changes from a saddle point of attachment to a 
saddle point of separation. 

To understand the detailed vortex system produced by the 
two-layer and second-moment simulations, plots of particle 
traces which originated from an upstream station in the plane 
of symmetry are shown in Fig. 2. In addition, the computed 
surface streamlines on the bottom plate are also plotted to pro
vide a complete description of the three-dimensional vortical 
flow patterns. It is seen that the two-layer solutions incorrectly 
predicted a saddle point of attachment without any spiral vortex. 
As noted in Hung et al. (1992), this flow topology is a funda
mental pattern associated with low-Re laminar, but not high-
Re turbulent, horseshoe vortex systems. On the contrary, the 
second-moment solutions clearly displayed a spiral primary 
horseshoe vortex which wraps around the root of the appendage-
hull junction. The helical motion of the primary horseshoe vor
tex creates a three-dimensional separation surface ahead and 
alongside the appendage. The primary separation line formed 
at the intersection of the three-dimensional separation surface 
and the bottom flat plate can be clearly seen in Fig. 2. Further
more, the second-moment solutions also indicated the presence 
of a distinct shear-stress gradient line between the separation 
line and the leading edge. As noted in Dickinson (1986), this 
line delineates a region of high shear stress near the appendage 
from an area of lower shear outside. The shear stress gradient 
line wraps around the leading edge and merges with the primary 
separation line alongside the appendage. Both the location and 
shape of the calculated shear stress gradient line are in close 
agreement with the oil-film flow visualization reported in Dick
inson (1986). 

Figure 3 shows a comparison of the calculated and measured 
pressure distributions on the flat plate. The calculated pressures 
were inteipolated along constant-F lines to facilitate direct com
parisons with the measurements. It is seen that the second-
moment and two-layer solutions are nearly identical in the mid
dle section of the appendage. Significant differences, however, 
were observed around the leading and trailing edges of the 
appendage. In particular, it is noted that the isotropic two-layer 
model considerably underpredicted the pressure peak near the 
trailing edge while the second-moment solutions accurately cap
tured the pressure recovery in the tail region. A close examina
tion of the flat-plate pressure contours shown in Fig. 4 further 
revealed major differences in the second-moment and two-layer 
pressure distributions around the leading edge of the appendage. 
More specifically, the second-moment solutions exhibited a dis
tinct line of pressure bulge along the trajectory of the primary 
horseshoe vortices. The observed pressure bulge is obviously 
caused by the strong helical motion in the core region of the 
primary horseshoe vortex. The two-layer solution, on the other 

Journal of Fluids Engineering DECEMBER 1995, Vol. 1 1 7 / 5 5 9 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Two-Layer Model 
\nniijn/////////yyy.'^>i>:>^ 

Two-Layer Model 

Z 

Second-Moment Closure 

Fig. 2 Particle traces in the symmetry plane and on flat plate: (top) two-
layer model, (bottom) second-moment closure 

hand, predicted only a weak pressure bulge in conjunction with 
the secondary horseshoe vortex. 

In addition to the pressure distributions and particle traces 
shown earlier, it is desirable to examine also the turbulent kinetic 
energy distributions in order to provide a more critical assessment 
of the isotropic eddy viscosity and second-order Reynolds stress 
closure models. Figure 5 shows a detailed comparison of the 
calculated and measured turbulent kinetic energy contours in 
two transverse sections, XIC = 0.64 and 1.50 where detailed 

Second-Moment Closure 

1.2 1.5 

Fig. 3 Comparison of pressure distributions on flat plate 

Second-Moment Closure 
Fig. 4 Comparison of two-layer (top) and second-moment (bottom) 
pressure contours around the leading edge of appendage 

measurements were made. This provides by far the most convinc
ing evidence regarding the deficiencies of the A; - e type isotropic 
eddy-viscosity models. Under the isotropic eddy viscosity as
sumption, the generation of turbulent kinetic energy is linearly 
proportional to the mean flow gradient without any directional 
preference. While this seems appropriate for two-dimensional 
boundary layer flows with only one predominant flow gradient, 
serious problems arose when the flow is subjected to more than 
one predominant gradients in different directions. For the append
age/flat-plate junction considered here, the turbulent kinetic en
ergy distributions in the flat plate boundary layer ahead of the 
appendage were quite well resolved by both the two-layer k 
— e and second-moment closure models. Outside the flat plate 
boundary layer, Z a 3.0 in (7.6 cm), the development of append
age boundary layer flow was also well predicted by both turbu
lence models. Around the appendage-hull junction, however, the 
flow is subjected to a complex three-dimensional velocity gradi
ent due to two distinct strain rates generated independently by 
two different walls. The first one being the flat plate boundary 
layer flow originating from far upstream, and the second is the 
appendage boundary layer developed from the leading edge of 
the appendage. Since the isotropic eddy-viscosity models cannot 
distinguish these two different rates of strain, an enormous 
amount of turbulent kinetic energy was generated along the cor
ner of appendage and flat plate. This is particularly evident at XI 
C = 0.64 where the excessive eddy viscosity completely over
powered the primary and secondary horseshoe vortices. Because 
the horseshoe vortices are buried in an oncoming stream with 
very high turbulence intensity and low effective Reynolds num
ber, it is not surprising that the two-layer solutions produced a 
laminar flow topology as shown earlier in Fig. 2. 

The experiments of Dickinson (1986) indicated that the pri
mary horseshoe vortex lies completely outside the appendage 
boundary layer. Two distinct regions of high turbulence level 
developed almost independently, one along the appendage sur
face, and the other following the core of the primary vortex. 
In addition, a third high turbulence core, associated with the 
secondary horseshoe vortex is also clearly visible in the corner 
of appendage/flat-plate junction. In the two-layer solutions. 
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Fig. 5 Comparison of calculated and measured turbulent kinetic energy: (left) two-layer model, (right) second-
moment closure 

however, these three distinct regions of high turbulence intensity 
were merged into one high turbulence region as seen at station 
XIC = 0.64. The remnants of the primary and secondary root 
vortices are visible only at the last station XIC = 1.50. It is 
quite obvious that the excessive eddy viscosities produced by 
improper turbulence modeling assumptions are responsible for 
the quick dissipation of root horseshoe vortices in the two-layer 
solutions. 

Unlike the isotropy two-layer models which failed completely 
to resolve anisotropic turbulence due to different rates of strain, 
the present Reynolds stress closure model successfully captured 
the separate developments of the flat-plate boundary layer, ap
pendage boundary layer and wake, and the appendage root vorti
ces. Furthermore, the second-moment solutions also closely pre
dicted the size and shape of both the primary and secondary 
horseshoe vortices even though the strength of the primary vor
tex was somewhat underpredicted. In spite of some minor dis
crepancies between the second-moment results and the experi
mental data, the numerical solutions obtained here clearly dem
onstrated the superior performance of the Reynolds stress 
closure models over simpler isotropic eddy viscosity models. 

In addition to the detailed mean flow and turbulent kinetic 
energy measurements, the experimental data also contain five of 
the six Reynolds stress components at all measurement stations. 
Comparisons have been made in Fig. 6 for all five available 
Reynolds stresses atXIC = 0.93 and 1.50 to enable a detailed 
examination of the effects of Reynolds stress anisotropy in the 
development and evolution of the appendage-hull juncture 
flows. It should be remarked here that the turbulence intensities 
VMM" and vwJ are Cartesian components which, in general, do 
not align with the tangents of the appendage surface. Conse
quently, the effects of Reynolds stress anisotropy may be 
skewed for the station X/C = 0.93 ahead of the appendage 
trailing edge. Nevertheless, both the measured and calculated 
turbulence intensities clearly exhibit a significant level of aniso
tropy with V ^ > ^JW > •Jww. It is quite obvious that the flat 
plate has significantly inhibited the turbulence level vmv in the 
z-direction. Similarly, the presence of the appendage has led to 
a reduction of yvv which is approximately normal to the append
age wall in the tail region. The predicted shear stresses Wv and 
MW are also in very good agreement with the corresponding 
measurements. The slight underprediction of the turbulence in
tensities and shear stresses are most likely due to the wind-

tunnel blockage effects which were not modeled in the present 
study. 

Conclusions 

The multiblock RANS method of Chen and Korpus (1993) 
has been generalized to incorporate a practical near-wall sec
ond-order Reynolds stress closure models for the calculation of 
turbulent, incompressible flows. The numerical results obtained 
for appendage-hull juncture flows clearly demonstrated the su
periority of the present second-order Reynolds stress closure 
models over simpler isotropic eddy viscosity models. In general, 
the second-moment solutions exhibit a significant level of an
isotropy in the normal components of Reynolds stress tensor. 
Near a solid boundary, the Reynolds stress component perpen
dicular to the wall is significantly reduced below the averaged 
isotropic level as the solid surface inhibits the turbulence energy 
transfer into fluctuations normal to the wall. The anisotropic 
response of Reynolds stresses in the streamwise and normal 
directions has led to the attenuation of turbulence intensity on 
convex curvatures, and the amplification of turbulence level 
along concave walls. The same Reynolds stress anisotropy is 
also responsible for the augmentation of shear stresses and tur
bulence intensity in the core region of the horseshoe vortices 
generated by appendage-hull junctions. 

Although the isotropic eddy viscosity models appeared to be 
quite useful for boundary layer flows with only one predominant 
flow gradient, the applications of these models for complex 
three-dimensional vortical flows involving several predominant 
flow gradients must be carefully scrutinized. For appendage/ 
flat-plate junction flows considered here, the two-layer eddy 
viscosity model failed completely to distinguish the two distinct 
strain rates generated independently by the upstream flat plate 
boundary layer and by the newly developed appendage bound
ary layer. On the contrary, the second-moment calculations suc
cessfully resolved the detailed turbulence structures associated 
with the developments of the appendage boundary layer, the 
formation of the spiral primary horseshoe vortex and the corner 
secondary horseshoe vortex, and the evolution of both vortices 
around the appendage/flat-plate junction. With some further 
improvements in the Reynolds stress closures, the method can 
be readily generalized to study the complex interaction between 
the boundary layers, wakes and vortex systems around complex 
three-dimensional geometries. 
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Fig. 6 Calculated and measured turbulence intensities and shear stresses: (left) XIC = 0.93, (right) X/C = 1.50 
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Laser-Doppler velocimetry is employed to measure the periodic field created by 
releasing spanwise vortices in a turbulent boundary layer. Phase-averaged vorticity 
and turbulence level contours are estimated and presented. It is found that vortices 
with diameter of the order of the boundary layer quickly diffuse and disappear while 
their turbulent kinetic energy spreads uniformly across the entire boundary layer. 
Larger vortices have a considerably longer life span and in turn feed more vorticity 
into the boundary layer. 

1 Introduction 

In a variety of engineering applications, one encounters the 
interaction of coherent vortical structures with a turbulent 
boundary layer. Vortical structures comparable in size or larger 
than the thickness of the boundary layer could be generated 
downstream of obstructions which induce separation. Dynamic 
motions of solid surfaces with sharp edges like propeller blades 
or impeller fins generate free shear layers which roll up and 
form vortical structures. Such structures again may interact with 
a turbulent boundary layer. 

Researchers are interested in the effects of vortical structures 
on the wall shear stress, the heat transfer, the turbulent charac
teristics of the boundary layer, or the interaction of the external 
structures with the natural organization of the boundary layer. 
In this paper we will refer to such initially coherent vortical 
structures as "vortices." These vortices are far from ideal and 
soon lose their coherence but one can easily trace their location. 
Ideal vortices are the vortices with a circumferential velocity 
component varying inversely with distance from their center, 
in a frame of reference attached to the center. There is no 
rigorous definition for the "coherence" of a vortex but many 
authors imply by this term a well-ordered distribution of vortic
ity, continuously decreasing from the center of the vortex. 

Broadly speaking, studies of the interaction of vortices with 
a turbulent boundary layer can be grouped into two categories: 
(i) those which focus on the effect of the externally imposed 
vortical structure on the turbulent boundary layer and (ii) those 
which explore the effect of the turbulent boundary layer on the 
organization of the vortex. This distinction is usually dictated by 
the interest in a specific engineering application. The problem of 
course is highly nonlinear and the two effects are strongly cou
pled. In the present paper we present information on the tempo
ral development of both the turbulence characteristics and the 
organized character of the disturbing vortex. 

The effects of a variety of disturbances imposed on a turbu
lent boundary layer have been investigated in the past. A long 
line of investigators introduced axial vortices ( ' 'streamers'') in 
turbulent boundary layers. One of the initial contributions is 
due to Shabaka et al. (1985). A more recent example is the 
work of Littell and Eaton (1991) who generated a disturbance 
by rapidly pitching a half delta wing. Three-dimensional distur-
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Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 27, 1994; revised manuscript received September I, 1995. Associate Techni
cal Editor: F. M. White. 

bances can also be introduced locally. Makita et al. (1989) 
create artificial horse-shoe vortices in their turbulent boundary 
layers. Disturbances can be introduced in a uniform spanwise 
direction to create structures with spanwise vorticity. Such vorti
cal structures are commonly known as "rollers." Rollers can 
be generated by pitching airfoils in a free stream or by periodi
cally lifting spanwise fences on a wall. A number of investiga
tors have employed pitching fences to study the structure of 
unsteady separation (Francis et al., 1979; Reisenthel et al., 1985; 
Consigny et al., 1984; Nagib et al., 1985). In another line of 
work, disturbances were created in a free stream in order to 
study their interaction with blades further downstream (Poling 
and Telionis, 1986; Poling et al., 1988; Booth and Yu, 1986; 
Wilder et al., 1990). More recently, careful investigations of 
the interaction of rollers with turbulent boundary layers were 
carried out (Nelson et al., 1990; Kothmann and Pauley, 1992; 
Macrorie and Pauley, 1992). The present contribution belongs 
to this category. 

Nelson et al. (1990) lift a fence from the floor of a flat plate 
on which a turbulent boundary layer has developed. They then 
measure periodic velocity fields by ensemble averaging LDV 
data. Pauley and his co-workers (Kothmann and Pauley, 1992; 
Macrorie and Pauley, 1992) instead pitch a small airfoil up
stream of the leading edge of a flat plate and allow the distur
bances to enter the boundary layer which grows downstream. 
In the work reported here we create a disturbance in a manner 
very similar to the one employed by Nelson et al. (1990). 

Nelson et al. (1990) employ a fence with a chordlength ap
proximately half of the boundary layer thickness. As a result 
their vortices are embedded in their boundary layers. A very 
interesting result for this choice of parameters is that the vortex 
disintegrates very quickly and completely disappears only a few 
chordlengths downstream of the fence. In this paper, we report 
on experiments conducted with fence chordlengths comparable 
with the boundary layer thickness and we confirm the fact that 
disturbances created in this way have a very short life span. 
We also report on vortices that are about twice and three times 
as large as the thickness of the boundary layer and provide 
evidence that such vortices can be sustained for longer distances 
downstream of the disturbing blade. 

Shear flows developing away from solid surfaces have a 
nearly two-dimensional structure. On the other hand, turbulence 
in a boundary layer developing over a solid wall is dominated 
by three-dimensional structures. The problem of interaction be
tween an artificially created two-dimensional disturbance and a 
boundary layer is therefore a complex problem. In a future 
publication we will report on the three-dimensional character 
of such flows. 
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Fig. 1 Schematic of the flat plate Including the embedded articulated 
fence 

2 The Experimental Rig 
A turbulent boundary layer was allowed to develop on a flat 

plate inserted in the test section of the Engineering Science and 
Mechanics (ESM) water tunnel. This facility has a test section 
of 25.4 cm X 30.5 cm and can provide flow speeds of up to 3 
m/sec. at turbulence levels ranging from 0.6 to 1.5 percent, A 
detailed description of this facility and its calibration is included 
in Koromilas and Telionis (1980) and Mathioulakis and Teli-
onis (1987). An articulated fence can be lifted 60 cm down
stream of the leading edge of the plate to generate a local 
disturbance (Fig. 1). The origin of the coordinate system, x = 
0, was positioned on the plate, 10 mm downstream of the trailing 
edge of the fence. 

Measurements were carried out with laser-Doppler velocime-
try (LDV). A TSI, three-beam, two-component LDV system 
was employed. Two of the beams were shifted at 60 MHz and 
40 MHz, respectively. It was thus possible to separate the two 
components by electronic filters and therefore employ only one 
photomultiplier. The original system described in Mathioulakis 
and Telionis (1987) was capable of obtaining two velocity 
components in planes parallel to the side walls of the tunnel. 
A system of coordinates was defined with its jc-direction aligned 
with the freestream and the y direction normal to the plate, as 
shown in Fig. 1. The design of the traversing system allowed 
traversing in the directions of x and y. This design was dictated 
by the need to study nominally two-dimensional flows. In the 
present effort we employ a modified system which allows tra
versing in the span wise direction as well. 

A large optical bench and a more powerful laser (35 mW, 
Helium-Neon) are now employed. The TSI design was modified 
to mount the laser next to the train of optics instead of under
neath it. The long side of the optical bench and therefore the 
direction of the optical beam was positioned normal to the axis 
of the test section. A mirror tower was again employed for 
traversing. The tower is now mounted on a precision sliding 
table to allow traversing in the spanwise direction. The position 
of the upper mirror of the tower is controlled by a lead screw, 
thus facilitating traversing in the y direction. A second set of 
mirrors was also mounted on traversing brackets and the system 
allows the beams to be directed either from the side wall of the 
tunnel or from the ceiling of the tunnel. In this way, all three 
components of the velocity can be obtained, although not all 
simultaneously. 

Traversing is achieved by two stepping motors and monitored 
by two linear variable differential transducers (LVDT). The 
latter provide an independent analog feedback to confirm the 
accurate positioning of the measuring volume. In this way, two-
dimensional grids along planes xy or yz can be traversed. The 
accuracy in positioning the measuring volume is 0.05 mm. 
Phase referencing and instantaneous fence inclination informa
tion is obtained through optical methods. The optical encoder 
used has an accuracy of 0.1 deg. 

The entire operation is controlled by two serially communi
cating laboratory computers which are programmed to operate 
the pitching mechanism and the stepping motors, collect the 
information on the instantaneous angle of the fence inclination, 
perform the LDV data acquisition, reduce the data and transfer 
them to a mainframe IBM 3090 for calculations and plotting. 
The entire data acquisition process is fully automated. 

In our initial design, lifting of the fence generated a slot 
which prevented the formation of a wake downstream of the 
fence by supplying fluid from the other side of the plate. The 
flow thus entering our field contained vorticity generated on the 
other side of the plate which has the opposite sign. It was 
decided that the real-life situation of large separated bubbles 
which are convected with the flow can be better simulated if 
the fence lifts out of a cavity. This design is not without a 
disadvantage, because when the fence returns to its initial posi
tion it ejects the fluid in the cavity and thus imparts some 
momentum to the vortex generated by the fence. To minimize 
this effect, the cavity was filled with rubber foam. 

Three fences were employed with chordlengths c equal to 
12.7, 25.4, and 38.1 mm. The fences were pitched through a 
four-bar linkage by a motor which in turn was controlled by 
one of the laboratory computers. The schedule of their motion 
is shown in Fig. 2. The fences were Ufted sharply to an angle 
of 28 deg and then returned to their initial position, flush with 
the plate, and remained there for a short period, in order to allow 
the flow to settle again to steady-state, turbulent boundary-layer 
flow. The period of the fence's motion was T = 3.33 s which 
is equivalent to a dimensionless time of 925 if the momentum 
thickness, 9, and the freestream velocity are used for nondimen-
sionalization. Dimensionless times T/A.T, where AT = T / 1 0 0 , 
were defined and all the results are presented here in terms of 
this time parameter. In other words, the period is divided into 
one hundred time units. As shown in Fig. 2, the fences are lifted 
within 10 or 20 time units, returned to their initial position after 
at most 50 time units and remain flush with the plate for the 
duration of the period. 

An LED (light-emitting diode) sensor was employed to pro
vide a trigger. This allowed us to conditionally average the data. 
The average and RMS of the fluctuation of a quantity g was 
thus calculated according to 

g(0 = 7,Ig,(f) 

s(0 = 
Â  

s [8>(t)~ g(t)r 

( I ) 

(2) 

where g, (f) is the (th realization. Note that the quantity <?rm,s(0 
is a statistical measure of the deviation of the quantity git) 
from its average at a time t. We also obtained the ensemble 
average of the sum of the velocity component fluctuations. We 
were thus able to obtain the phase-averaged value of the turbu
lent kinetic energy 

Fig. 2 Schedule of the fence motion (Uncertainty In e = ±0.5 deg) 
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Fig. 3 Effect of the number of ensembles per cycle on the waveform 

?(0 = - ! [ « , ' (t) + vr(t)] (3) 

where M ' ( 0 and u,'(0 are the fluctuations of the two compo
nents of the velocity. An example of waveforms obtained within 
a period by employing 5, 20, or 40 ensembles is shown in Fig. 
3. These data were obtained at x/c = 1.0 and y/6 = 0.5 behind 
the smallest fence. They indicate the scatter of the data and the 
character of the waveform produced by a pitching fence. 

Results and Discussion 

Experiments were conducted at a free-stream velocity of 51 
cm/s. The boundary layer was allowed to freely transition to a 
fully turbulent state. Data were obtained in the center plane of 
the tunnel and along normals to the plate. The boundary-layer 
thickness based on 99 percent recovery of the free-stream veloc
ity and the momentum thickness were measured at 6 = 14.0 
mm and 9 = 1.837 mm. The latter value corresponds to a 
Reynolds number of 913, while the Reynolds number based on 
the distance from the leading edge was Re ,̂ = U^LIv = 2.98 
X 1 0 \ In order to confirm the canonical nature of the turbulent 
boundary layer, the boundary layer thickness was calculated 
according to the empirical formula (White, 1974) 

0.16 

Re]" 
(4) 

where x is the distance from the leading edge of the plate. At 
the origin of measurements, this yields a boundary layer thick
ness of 14.6 mm, which is very near the measured value of 
14.0 mm. The quantities u, Wrms, and Dr,„s were obtained for 
steady flow and compared to earlier measurements to confirm 
the reliability of the method (not displayed here due to lack 
of space). The same quantities averaged over cycles of the 
disturbance imposed display similar trends with those of undis
turbed flow, except that now the fluctuating components are 
approximately equal in magnitude, and the scatter is somewhat 
enhanced, requiring larger number of ensembles to arrive at 
converged profiles. 

Data were obtained on 50 points along normals to the plate, 
along 10 stations for the 25.4 mm fence and 11 stations for the 
12.7 mm and the 38.1 mm fences. The size of the fence and 
the approximate size of the vortical disturbance are of the same 
order. All distances were normalized with the chordlength of the 
fence. These data correspond to the same oncoming turbulent 
boundary layer. The thickness of the boundary layer is therefore 
different if expressed in terms of the chord lengths of the plates. 
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Vorticity was calculated in terms of the measured velocity 
components. For an undisturbed boundary layer, the term du/ 
dy is much larger than the term dvldx. However, in the present 
case, this assumption is no longer valid in the presence of a 
large vortical disturbance. Our spacing is very fine in the y 
direction, so the term duldy can be accurately calculated, but 
the estimation of the term dvldx may involve considerable error. 
We estimated that the error in the calculation of vorticity may 
be as high as 30 percent of its corresponding maximum value. 
Nevertheless, we believe that vorticity thus calculated offers 
insight into the physics of the problem and for this reason, in 
the following figures we superimposed vorticity contours on the 
velocity vector fields. 

Some understanding of the phenomena under consideration 
was gained by flow visualization. This was accomplished simply 
by releasing dye a little upstream of the plate. For very low 
speeds, the boundary layer was laminar and the dye streak was 
well defined. The motion of the dye was captured in a video 
tape. In Fig. 4 we display a few instantaneous frames of visual
ization which indicate that a strong and tightly coiled vortex 
develops behind the fence. The vortex is then released but the 
dye quickly loses its coherence a few chordlengths downstream 
of the plate. It is not clear from the visualization if this is due 
to turbulence or to the fact that the vortex itself disintegrates. 

In Fig. 5 we present ensemble-averaged velocity vectors 
downstream of the 12.7 mm fence, corresponding to six phase 

1S>-'H. 

Flow 
Direction 

77777777 77777777 
Fig. 4 Flow visualization of vortex interaction 
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Fig. 5 Velocity vectors and velocity contours for chordlength 
c = 12.7 mm 

angles, or equivalently six instants within the period of the 
motion. Superposed on these fields are vorticity contours. The 
boundary layer thickness in terms of dimensionless units based 
on the chord of the fence is approximately equal to 1.1. The 
height of the frame of data therefore is a little less than the 
thickness of the boundary layer. In the first frame, the distur
bance has not yet entered the domain of observation. The field 
corresponds to the undisturbed turbulent boundary layer. In Fig. 
5 (i>) the presence of the vortex is evident from the larger magni
tude of vorticity as well as the appearance of reversed flow. 
Note that vorticity of the opposite sense is present right next to 
the wall. In Fig. 5(c) we observe that the vortex is moving 
more clearly into the domain of observation and the opposite-
sign vorticity is more evident. Figure 5(d) corresponds to a 
dimensionless time of 32 for which the projected height of the 
fence is about 20 percent of its maximum. At this time, the 
disturbance on the velocity field has propagated over the entire 
domain of observation. However, the region with elevated vor
ticity does not propagate any further. On the other hand, vortic

ity of the opposite sign is creeping downstream at the bottom 
of the boundary layer. In the frame 5e, which corresponds to 
time 38, we observe that the vorticity disturbance has practically 
disappeared but the reverse flow region is well-defined and 
extends beyond the domain of observation. 

A good indication of the location of the center of the distur
bance is the slope of the velocity vectors on the upper region 
of the domain of measurement. In the undisturbed flow, the 
directions of the velocity vectors are very nearly parallel to the 
wall. As the vortex enters this domain, the velocity vectors 
above its center slope upward and downward, upstream and 
downstream of its center, respectively. Figure 5 thus indicates 
that the vortex practically disintegrates by the time its center 
propagates to a dimensionless distance of about 1.0. The peak 
vorticity value is drastically reduced, the contours of vorticity 
are disconnected, disorganized and spread to an area much 
larger than originally occupied by the vortex. Moreover, flow 
reversal spreads to a considerable distance downstream and 
although the influence is weak, it covers the entire domain at 
T/AT = 44. 

At T/AT = 38, the disturbance takes on the appearance of 
recirculating flow behind a backward facing step, because all 
velocity vectors are nearly parallel to the wall and the magnitude 
of the backward flow velocities is rather small. This is only 
reminiscent of the flow over an obstacle, because the projection 
of the fence normal to the wall by this time does not extend 
more than 0.05 units above the wall. Finally, in Fig. 5 ( / ) we 
observe that the velocity is further reduced along the entire field 
of measurement. This disturbance appears more like a dead-
fluid region. And yet, the secondary vorticity survives intact 
and continues propagating downstream. Apparently, the vortex 
disintegrates before it propagates more than one chordlength 
downstream of the fence. This is in qualitative agreement with 
the results of Nelson et al. (1990) who also examined the case 
of a vortex comparable in size with the thickness of the bound
ary layer, 

Next we considered the case of a vortex approximately twice 
as large as the thickness of the boundary layer, generated by a 
fence with a chordlength equal to 25.4 mm. These results are 
not displayed here due to lack of space. A sequence of frames 
similar to Fig. 5 indicates that the events are quite similar to 
the events with the small vortex. Vorticity is considerably dis
persed and by the time Tl AT = 38, vorticity contours do not 
indicate any coherence of a vortex. However, vorticity levels 
are considerably larger than the vorticity normally contained in 
a turbulent boundary layer. 

Finally, we consider a fence with a chordlength of c = 38.1 
mm. In the results presented in Fig. 6, the boundary layer thick
ness corresponds to about 0.3 length units. The vortex now 
penetrates much further downstream into the domain of mea
surement. The net amount of vorticity decreases with time. The 
velocity vectors in Fig. 6(cf) indicate that while on the left the 
flow is moving to the right aU along the width of the domain, 
further downstream, there exists a recirculating region. The vor
tex therefore retains its character while convecting downstream. 
Notice also by comparison with Fig. 5(e) that for the same 
time, the large vortex drifts much faster downstream than the 
small vortex, but its extent is constrained because the relative 
duration of the fence deployment is much shorter. 

Only two components of the velocity were obtained here. 
Moreover, the data were conditionally averaged. It is therefore 
not possible to track the development of this three-dimensional 
vortical field in space and time. We offer here a physical picture 
of the phenomena observed based only on the limited data and 
the analytical formulations that govern vorticity transport. 

The vorticity disturbance is created in our experiments in the 
form of straight vortex lines that are normal to the oncoming 
stream. The turbulent boundary layer though is dominated by 
random disturbances with a strong three-dimensional character 
which includes axial vorticity and locally swirling motions. As 
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Fig. 6 Velocity vectors and vorticlty contours for chordlength 
c = 38.1 mm 

a result, the disturbance vortex lines which are convected with 
the flow stretch locally in the downstream direction. This effect 
alone reduces the component of the vorticity which we measure. 
It is also possible that with great distortions of the vortex lines, 
vorticity disconnects and reconnects to form vortex rings (Kida 
and Takaoka, 1994) of which only cross-sections we capture by 
our measurement technique. These three-dimensional structures 
will bring vortex filaments of opposite sense in close proximity 
and therefore will contribute to vorticity annihilation due to 
cross-diffusion by the mechanism described by Morton (1984) 
and later calculated by Kida et al. (1991). Turbulent diffusion 
is probably also responsible for the overall reduction of the 
measured levels of vorticity, because it transports vorticity out
side the measuring domain, and also cascades it to smaller 
scales which are lost during our ensemble averaging procedure. 

To examine more carefully the character of the disturbance, 
we plotted in Fig. 7 the temporal variation of the «-component 
of the velocity at different elevations and x-stations. If an ideal 
vortex is approaching a certain station, one would expect the 
velocity to increase above the center of the vortex and decrease 
below it. For an ideal vortex, the deviation from the undisturbed 
value should be the largest nearest the center. But if the vortex 
has a core with uniform vorticity, then within the core, the 
disturbance should be increasing with distance from the center. 
It appears from Fig. 7(a) that the 12.7 mm fence creates a 
disturbance of the latter case, therefore a vortical core exists. 
In fact, we notice that the increase of the velocity at higher 
elevations is much smaller than the decrease of the velocity 
below it. Further downstream, at xlc = 1.417 the flow appears 

much more hke a wake rather than a vortical disturbance. That 
is, there is no acceleration above the disturbance but consider
able deceleration below it, in agreement with our earlier obser
vation. 

A larger vortex displays a more pronounced increase of the 
velocity above its center as shown in Fig. 8(a) , but the general 
trend is quite similar in character. Of interest here is also the 
appearance of a secondary structure which trails the primary 
vortex. This is evident by the following behavior. At low eleva-
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Fig. 7 Temporal variation of the u-component of velocity for 
chordlength c = 12.7 mm (Uncertainty in ulU = ±0.27) 
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Fig. 8 Temporal variation of the (/-component of velocity for 
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tions, one would expect a decrease followed by an increase to 
the undisturbed value. Instead we observe in Fig. 8(a) that the 
velocity at >> = 0.0394 decreases first, regains some magnitude, 
but then decreases again for a time as long as 55 units. In Fig. 
&{b) we observe that the behavior is again reminiscent of a 
wake rather than a disturbing vortex. However, it is significant 
to note that now the velocity near the wall reverses its direction 
at distances much further downstream than in the case of the 
small fence. 

Useful information is also contained in the temporal variation 
of turbulent kinetic energy. Turbulent kinetic energy contours 
were constructed and a few representative frames are presented 
in Fig. 9. In the first frame we observe the levels of turbulent 
kinetic energy normally distributed in a steady turbulent bound
ary layer. This quantity decreases monotonically with distance 
from the wall and is independent of the axial distance. As the 
vortex enters the domain of measurement (Figs. 9(b) and (c)) 
a region of increased turbulent kinetic energy appears which 
coincides approximately with the region of high vorricity (see 
Fig. 7) . By the time T/AT = 32, the high intensity turbulence 
level has spread across the entire field. Even though the coher
ence of the vorticity is by now virtually eliminated, the turbulent 
kinetic energy remains elevated and the distribution almost uni
form across the entire boundary layer. 

Turbulent kinetic energy for the largest fence, c = 38.1 cm 
is displayed in Fig. 10. The bulk of the turbulent energy which 

enters the domain and drifts downstream seems to be trailing 
the center of the disturbance. For example, at the time T/AT 
the center of gravity of the turbulent kinetic energy appears to 
be a little upstream ofx/c = 0.5 but in the corresponding frame 
of Fig. 9, the center of the vortex is approximately at J:/C = 
0.7. It therefore appears that the vortex is lifting turbulence 
from the boundary layer. And yet, this mechanism could not 
account for the total amount of turbulence contained in the 
vortical structure. It therefore seems that vorticity in this vortical 
structure loses its organization and breaks down into turbulence. 
Eventually, the turbulent energy diffuses and passes out of the 
domain of measurement. 

Conclusions 

This experimental study indicates that a coherent spanwise 
vortex suddenly planted in the middle of a fully-developed tur
bulent boundary layer quickly loses its coherence if its size 
is comparable to the thickness of the boundary layer. At the 
beginning, up to two chordlengths downstream of its creation, 
it retains the character of a vortex with a viscous core. By the 
rime the vortex drifts to three chordlengths downstream, its 
behavior is reminiscent of a wake behind a backward facing 
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Fig. 9 Turbulent kinetic energy contours for chordlength c = 12.7 mm 
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Fig. 10 Turbulent kinetic energy contours for chordlength c = 38.1 mm 

step and by four to five chordlengths downstream, the effect of 
the disturbance has been practically eliminated. 

For a disturbance about twice as large as the thickness of the 
boundary layer, the behavior is qualitatively similar. However, 
in this case, the identity of the vortex is preserved to a longer 
distance. The largest vortex tested, about three times the thick
ness of the boundary layer retains its character for the entire 
length of the measuring domain, but loses the coherence of 
its vorticity. On the other hand, the turbulence kinetic energy 
associated with the vortex experiences some diffusion, but its 
overall level appears to remain unaffected by the downstream 
drift. This indicates that vorticity in the vortex breaks down 
into turbulence which drifts downstream and leaves the domain 
of integration. 

In all cases, the disturbing vortices appear to carry a higher 
level of turbulence than contained in the turbulent boundary 
layer. For the smaller vortex, turbulent kinetic energy quickly 
falls but in the case of the large vortex, the turbulence levels 
reach values as high as 25 percent. These high levels of turbu
lence are convected downstream with rather little diffusion and 

energize the mixing in the turbulent boundary layer for many 
chordlengths downstream. 

Data Bank Contribution 
The raw digital data obtained on this project are deposited 

to the JFE Data Bank. For the plates 12.7 mm and 26.5 mm, 
the data are presented for each integral value of T/AT in the 
range 0 < TTAT < 40 (see Fig. 2). For each value of T/Ar, data 
are provided in columns corresponding to the four quantities x, 
y, u, and v. For the 38.1 mm plate, time records are provided 
for 20 < T/AT < 40. The files are organized in the same way. 
Enlarged and individual color figures are also deposited in the 
Data Bank. 
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The Effect of Constriction Size 
on the Pulsatile Flow 
in a Channel 
The effect of the constriction size on the pulsatile flow in a channel is studied by 
solving the time-dependent incompressible Navier-Stokes equations. A pulsating in
coming flow is specified at the upstream boundary and the flow is investigated for 
several constriction sizes. Large flow structures are developed downstream of the 
constriction even for very small constriction size. The flow structures consist of 
several vortices that are created in each cycle and propagate downstream until they 
are washed away with the acceleration of the incoming flow. Additional vortices are 
created by a vortex multiplication process. The strength and total number of vortices 
generated in each cycle increase with the severity of the constriction. The maximal 
size of the vortices as well as their propagation speed are independent of the constric
tion size. These findings may be used for devising noninvasive methods for detecting 
the severity of stenoses in blood vessels and the potential damage to blood elements 
and thrombus formation caused by vortices. 

1 Introduction 
The study of internal pulsating flows received increased atten

tion in the past few years both in engineering and biofluid 
applications, e.g., Sobey (1985), Armaly et al. (1983), Pedley 
and Stephanoff (1985), Ralph and Pedley (1988), Park (1989), 
Tutty (1992), and Tutty and Pedley (1993). Unsteady flows 
in general and pulsating flows in particular exhibit an exception
ally large variety of flow structures that depend on the incoming 
flow properties and on the geometry of the problem. Of special 
interest are the vortical structures that develop in nonuniform 
channels even for low Reynolds (Re) numbers. The swirling 
motion of the vortices alters significantly the characteristics of 
the flow field and derived quantities, such as the heat transfer 
and mixing rates. Desired flow properties can be obtained by 
changing the governing parameters, allowing direct control on 
the flow properties behind constrictions. Thus, the identification 
of possible flow structures in pulsating flows and their depen
dence on the governing parameters are of importance to both 
fundamental and applied fluid mechanics. 

In the present study, we focus on incompressible viscous 
flows in two-dimensional constricted channels. Even cases with 
steady entrance flow exhibit complex flow patterns, Armaly et 
al. (1983). Several separation eddies are generated behind the 
constriction, and at Re = O(IO') the flow becomes unsteady. 
A multiple vortex system is found at substantially lower 
Re( 0 ( 10^)), if a periodic flow is imposed by a moving portion 
of the wall (Pedley and Stephanoff 1985), by oscillating (So
bey, 1985; Tutty and Pedley, 1993) or pulsating (Park, 1989; 
Tutty, 1992) incoming flow. The pulsatile flow characteristics 
were found to be significantly different from their steady flow 
counterparts. 

These and other works reveal that the pulsating flow field in 
non-uniform channels depends on a large number of factors, 
such as the Strouhal and Reynolds numbers and the constriction 
size. Most existing works studied the dependence of the flow 
on the Reynolds and Strouhal numbers, but the effects of the 
shape and size of the constriction were less well studied. The 
shape was found to have a minor effect on the global features 

of the flow, Sobey (1985), so that the constriction size remains 
the most significant geometric factor. Tutty and Pedley (1993) 
studied the effect of the step-size, along with other factors, for 
the case of an oscillating incoming flow in a stepped channel. 
They found that the increase of the step size increased the size 
of the vortices and the wavelength of the core flow, but still 
the vortices remained stationary. Park (1989) found for signifi
cantly larger St and lower Re that increasing the severity of the 
constriction increases the amplitude of the core flow, the vorti
ces survive for a longer time and their shape becomes more 
circular. In contrary to most other works, tlie vortices propa
gated downstream because the flow was driven by a pulsating 
flow with a non-zero mean. 

A systematic parametric study that includes all the governing 
parameters is far beyond the extent of a single investigation 
and therefore in the present work we concentrate on the least 
studied parameter—the effect of the constriction size. The ef
fect of the Strouhal and Reynolds numbers were studied in 
several previous works, Tutty (1992), Tutty and Pedley (1993) 
and Rosenfeld (1995). 

2 Methodology 

2.1 Formulation. The geometry of the problem is shown 
in figure 1; it is similar to that used in the experiments of Park 
(1989). The channel is composed of two straight parallel plates 
at a distance of h from each other (all length units are scaled 
by /j). On the upper wall, a circular-arc constriction with a size 
of alh is added. Four different sizes are considered in the pres
ent study: alh = 0.07, 0.14, 0.28 and 0.56. 

The equations governing the flow of a constant density iso
thermal incompressible fluid in a fixed control volume with face 
S and volume V are the conservation of mass 

f afS-u = 0 

and the Navier-Stokes equations 

- I udV= LdS-T, 
dt Jv J 

(1) 

(2a) 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 26, 1994; revised manuscript received January 9, 1995. Associate Technical 
Editor: S. P. Vanka. 

where u is the velocity vector, t is the time, dV is a volume 
element and dS is the area element vector. For Newtonian fluids, 
the tensor T is given by 
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Fig. 1 The geometry of the problem (not to scale) 

Fig. 2 The mesh In the region downstream of the constriction for the 
case of a/h = 0.56 (only every fourth mesh point is shown) 

T = - u u - FI + K V u + (Vu) ' ' ) , (2b) 

where I is the identity tensor, Vu is the gradient of u and 
(Vu)'^ is its transpose. The pressure is P and v is the kinematic 
viscosity. 

The waveform of the average incoming axial velocity U(t) 
is defined for each cycle as in the experiments of Park (1989): 

U(t) = U, 
T 2 

Uit) = [ / . . - { / , sin ( 27r M \<~^'^, (3) 

where T is the period, and U,, Up are the steady and oscillating 
components of the spatially averaged inflow velocity, respec
tively. In the present study different values of t/.„ Up are used, 
U, = 0.1 and Up = 4, yielding a peak velocity of UM = U, + 
Up = 4.1. The starting of each cycle corresponds to t/T = 0, 
i.e., t/T is the phase of the cycle (not the absolute time). We 
shall also refer to a phase inside a cycle according to the varia
tion of the incoming flow. Thus, the steady incoming flow phase 
refers to the first half of the cycle, ^ > r/T" > 0, while the 
acceleration and deceleration phases refer to j > t/T > 5 
and 1 > t/T >\, respectively. 

At the upstream boundary, a fully developed flow between 
two straight plates is specified for the waveform (3). At the 
downstream boundary, that is assumed to be far away from the 
region of interest, Neumann type boundary conditions are given 
for the velocity components: du/dx = 0, where x is the stream-
wise Cartesian coordinate. On the upper and lower solid walls, 
the no-slip and the no-injection conditions are specified, 
u = 0. 

To make the problem tractable, the Reynolds and Strouhal 
numbers are kept constant at Re = Uuh/v = 2100 and St = h/ 
UMT = 0.016. These values are similar to that found in the aorta, 
although the present study does not concentrate on biofluid 
applications. The Strouhal number is in the regime studied in 
several previous studies (for other geometries and incoming 
waveforms, e.g., Tutty 1992). The Reynolds number is higher 
than in previous studies. Tutty (1993) and Rosenfeld (1995) 
found that Re affects the strength of the vortices, but has no 
effect on the global properties of the flow (such as the wave
length). 

2.2 Numerical Method. The laminar unsteady incom
pressible Navier-Stokes equations with primitive variables are 
solved with a solution procedure developed by Rosenfeld et al. 
(1991) and Rosenfeld and Kwak (1991, 1993). The formula
tion of the governing equations, the discretization procedure 
and the numerical solution stages are combined to yield an 
accurate and efficient solution method of complex time-depen
dent flows in generalized coordinate systems. The governing 
equations, written in the integral form (1) and (2), are discre-
tized by finite volumes using a staggered arrangement of the 
variables. The Cartesian velocity components are replaced by 
the volume fluxes across the faces of the computational cells. 
The discretization is equivalent to second-order-accurate central 
differences. Possible numerical oscillations are smoothed out 

by adding a small amount of fourth-order numerical diffusion. 
The discrete equations are solved by a fractional step method 
with an approximate factorization of the momentum equations. 
A three-level temporal discretization is employed to yield an 
implicit second-order-accurate scheme in time as well. The im
plicit terms include contributions from both the advection and 
diffusion terms. The terms that do not fit into the tri- or penta-
diagonal structure of each stage of the approximate factorization 
method are treated explicitly (without destroying the temporal 
accuracy). The convergence rate of the Poisson equation is 
accelerated by a multigrid procedure. The interested reader may 
find the details of the method in the references cited above. 

2.3 Mesh and Numerical Details. A transfinite algebraic 
mesh generator was employed with 289 X 97 points in the axial 
and transverse directions, respectively. The finest resolution in 
the axial direction is specified downstream of the constriction, 
where the flow field is the most complex. A blow-up of the 
mesh in this region is shown in Fig. 2; for clarity, only every 
fourth point is shown in each direction. 

The solution was started from a fully developed parabolic 
velocity profile and was marched in time until a (graphically 
accurate) time periodic flow was attained in the whole region 
of interest (it requires three full cycles). All the results to be 
presented refer to the fully periodic solution. The numerical 
method itself was validated for a series of internal and external 
flow problems, e.g., Rosenfeld et al. (1991) and Rosenfeld 
and Kwak (1991). Detailed comparisons with the experimental 
results of Park (1989) were made by Rosenfeld (1993) (for a/ 
h = 0.56 and a different regime of St, Re, U,, and Up). The 
vortical flow field was accurately captured by the numerical 

Fig. 3 (a) Mesh- and (b) time-step refinement studies of the lower wail 
vorticlty {a/h = 0.28) 

572 / Vol. 117, DECEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Mesh 

145x49 

^^rk^M^M. @ ) ( ^ ( g i ^ 289x97 

^(^^O}^fW0,(^y^'^ 577X193 
Fig. 4 The dependence of the instantaneous streamlines on the mesh 
{t/T = 0.4) 

simulations and very good agreement was obtained in the propa
gation speed of the vortices for a wide range of parameters. In 
the present study, we rely on these favorable results to extend 
the study to regimes not studied previously. 

Nevertheless, additional mesh and time step refinement stud
ies were carried out mainly because of the larger Re of the 
present case. The wall-vorticity was found to be the most sensi
tive quantity for performing the tests. Figure 3(a) summarizes 
a mesh refinement study on the lower wall vorticity for a/h = 
0.28 ax t/T = 0.4. Three meshes with 145 X 49, 289 X 97 and 
577 X 193 points were employed; 3 cycles with 1600 time steps 
per cycle were simulated in all the cases. The solution shows 
sensitivity to the mesh size, but the grid of 289 X 97 points 
seems to result in a reasonable compromise between accuracy 
and efficiency in most of the region (except for 15.5 > 
x> 14). 

Other flow variables are less mesh dependent and show good 
accuracy even for the mesh of 289 X 97 points, as can be seen 
in Fig. 4, that plots the instantaneous streamlines for t/T = 0.4 
in the region downstream of the constriction. The coarsest mesh 
gives unacceptable prediction, but the next two meshes result 
in reasonable agreement. The main interest of the present paper 
is the study of the structure of the flow field (e.g., the number 
and size of the vortices). Figure 4 shows that these properties 
are predicted accurately even for the intermediate mesh. There
fore, we conclude that the mesh of 289 X 97 points is adequate. 

A time step refinement study for the mesh of 289 X 97 points 
is given in Fig. 3{b} for t/T = 0.4. The solution is time step 
independent for N,: > 800, where N^ is the number of time steps 
per cycle. Therefore, in all the calculations at least 800 time 
steps per cycle were used. 

In addition, the location of the upstream and downstream 
boundaries, as well as the type of the upstream boundary condi
tions were tested. The conditions given in Section 2.1 reflect 
the values that were found not to affect the solution in the 
region of interest (about 10 channel width units downstream of 
the constriction). 

3 Results 

3.1 Description of the Flow Field. The periodic flow 
field is depicted in Fig. 5 by the instantaneous streamlines and 
vorticity contours for the cases of a/h = 0.07, 0.14, 0.28 and 
0.56 (it should be noted that the increments between the contour 
lines are not identical in all the plots). The solution of each 
case is shown for ten equally spaced instances along the third 

(c) a/h = 0.28 

mm 

(b) a/A = 0.14 (d) a/h = 0.56 

l/T 

0.0 
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0.8 

0.9 

5VP\tg)(%)r\'^ 

^m 

Fig. 5 The instantaneous streamlines (i/r) and vorticity (at) contours. The increment between the streamlines is 0.1 and 0.4 in the first- and second-
half cycles, respectively. The vorticity contour lines are given for -100 < to < 100 with an increment of 2.5 for (a) {b) (c), and 10 for (d). Zero 
vorticity is shown by dotted lines. 
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cycle of the simulation (when a periodic flow was already estab
lished). 

The flow downstream of the smallest constriction, alh = 
0.07, is nonparallel with transverse variations considerably 
larger than tiie size of the constriction. Fig. 5 (a ) . Closed 
streamlines and closed vorticity contour lines are found in the 
first half of the cycle. These closed lines indicate the presence 
of vortices in the flow field. At the beginning of the cycle {tl 
T = 0), two very small vortices are found and by t/T = 0.1, 
three larger vortices form. In the rest of the steady incoming 
flow phase (0.5 > t/T), the vortices expand in size and addi
tional vortices are formed downstream. In the second half of 
the cycle (1 > r/ T > 0.5), the incoming flow velocity increases 
by more than one order of magnitude (3), leading to streamlines 
parallel to the walls. However, the vorticity contour lines exhibit 
significant transverse variations even in the acceleration phase 
of the cycle (0.75 > t/T > 0.5). For the case of a more severe 
constriction, a/h = 0.14 (Fig. 5(b)), larger vortices are devel
oped during the steady phase of the incoming flow. The vortices 
start to develop as early as t/T = 0.9 and by t/T = 1 {ox t/T 
= 0), three large vortical regions are formed. 

For the case of a/h = 0.28 (Fig. 5(c)) , additional and 
stronger vortices form and they fill the whole domain shown. 
To aid in the description of the flow details, the streaklines of 
this case are also presented in figure 6 for the same ten instances. 
The sequence that leads to the formation of the vortices starts 
at the deceleration phase of the cycle. Two small eddies are 
formed by t/T = 0.8, one near the constriction and the other 
on the opposite wall, downstream of the first separation (see 
also Fig. 5(c)) . The flow separated regions expand during the 
rest of the deceleration phase. By t/T = 0.9, the separated 
regions roll up into two vortices and a third vortex is observed 
to be forming near the upper wall farther downstream. In the 
beginning of the steady incoming flow phase, when the net 
mass flow rate is small ( [ / = { / , = 0.1), the strength of the 
vortices increases and additional vortical structures are formed 
downstream. The large vortical structures transform into a num
ber of smaller vortices by the vortex multiplication phenome
non, as described in Section 3.3. The vortices decay slowly in 
the rest of the cycle up to i/T = 0.5. In the acceleration phase 
(0.75 > t/T > 0.5) the vortices are not destroyed, but are 
washed rapidly downstream with the increase in the incoming 
velocity. 

In the most severe constriction considered, a/h = 0.56 (Fig. 
5{d)), the similar flow processes are considerably augmented. 
Large vortices are formed as early &s t/T = 0.7, when the bulk-
flow still accelerates. The first two vortical structures apparently 
split into several vortices (t/T = 0.8), along with the creation 
of additional vortices farther downstream. In the second half of 
the cycle, the size of the vortices is limited by the presence of 
a fast core flow (where most of the flow rate is conveyed). In 
the steady incoming flow phase of the cycle, the mass flow rate 
almost vanishes, allowing the expansion of the vortical regions 
up to the full height of the channel. 

3.2 Generation of Vortices. The flow processes leading 
to the vortical flow field are first discussed for the case of a/h 
= 0.14, (Fig. 5(b)). In the deceleration phase of the cycle (1 
> t/T> 0.75), the flow is displaced from the lee of the constric
tion because of the diverging cross-section of the channel. This 
causes the displacement of the flow from the opposite (lower) 
wall farther downstream. Large vorticity is convected away 
from both walls into the core flow, where it rolls up and forms 
two well-defined vortices even before t/T = 0. The displace
ment of the streamlines downstream of the lower vortex en
hances the convection of vorticity from the upper wall into the 
core region, forming a third eddy (t/T - 0) . This process of 
vortex generation, that was also described by Tutty and Pedley 
(1993), repeats itself along with a secondary process of vortex 
multipUcation (see Section 3.3), forming nine vortices by t/T 

Fig. 6 The streaklines for the case of a/h = 0.28 

= 0.5. In the second half of the cycle, with the increase in the 
mass flow rate, the vortices are washed downstream. 

Figure 5 reveals that the flow field is dominated by a propa
gating wave in the core flow and by the vortices upstream of 
the wave front. This wave is referred to in many works as 
vorticity wave (Pedley and Stephanoff, 1985; Sobey, 1985; 
Tutty and Pedley, 1993). The front of the propagating wave 
has a group velocity equal to the velocity of the core flow, 
see also Tutty and Pedley (1993). The group velocity of the 
propagating core flow wave is an order of magnitude larger 
than the incoming velocity during the first half of the cycle. 
The propagation (phase) velocity of the vortices, on the other 
hand, is proportional to the incoming velocity, see below. 

The formation mechanism of the vortices is similar for all 
the constriction sizes considered. The vortices start to develop 
in the second half of the cycle. Additional vortices form during 
the first half of the cycle until they are washed away in the 
acceleration phase. The roll up time of the first vortex, however, 
does depend on the constriction size. Figure 5 reveals that as 
the size of the constriction increases, the vortices form sooner. 
The formation time of the first vortex is estimated from the 
figure to be t/T = 0.15, 0, 0.95, 0.65 for the constriction sizes 
of a/h = 0.07, 0.14, 0.28 and 0.56, respectively (i.e., in the 
most severe constriction the vortex forms in the acceleration 
phase). The total number of vortices generated in each cycle 
decreases with the reduction in the constriction size, because 
they are washed away closer to their time of formation. This 
finding may be utilized for detecting the severity of constrictions 
by using non-invasive methods, such as acoustic devises. 

It should be noted that the generation and propagation of the 
vortices is a stable process, in contrary to the vortex shedding 
that results from the instability of shear layers. Similar propagat
ing vortices form even for Re = 0 ( 10^) (Park, 1989; Rosenfeld, 
1995). Shedding of vortices was found for steady incoming 
flows in the same geometry only for Re (based on the mean 
velocity) more than twice as large as in the present case. 

The streamwise location jc„ of the most upstream lower wall 
vortex is plotted in Fig. 7 as a function of time. The strong 
dependence of x„ on the constriction size (at a given time) is 
attributed to the different formation time of the vortices. Yet, 
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Fig. 7 The motion of tfie upstream lower-wall vortex 

the propagation speed (given by the slope of x„) is essentially 
independent of the constriction size. In most parts of the cycle, 
the phase velocity is proportional to the incoming velocity, 
proving that convection dominates the propagation of the vorti
ces. Moreover, in a series of (unreported) simulations, the prob
lem was solved for other Re, but the propagation speed was not 
found to be affected, indicating that the motion of the vortices 
is essentially inviscid. 

3.3 Vortex Multiplication. In the present regime of pa
rameters, the number of vortices generated in each cycle is 
determined by two related mechanisms: (i) the generation of 
the primary vortical structures and (ii) a secondary effect of 
vortex multiplication that further increases the number of vorti
ces. The first mechanism was elaborated in the previous section. 
The vortex multiplication mechanism is described in this section 
for the typical case of alh = 0.28, using the instantaneous 
streamlines and vorticity field shown in Fig. 8. This figure is a 
blow up of the region next to the constriction. 

Three primary vortical structures (A, fij, and D,) are formed 
by t/T = 0.9. On the lower wall, a single eddy Sj is found and 

a very small eddy C| is observed beneath B,. The convection 
of counter-vorticity away from the lower wall is augmented by 
the swirling motion of 5 i , causing the expansion of Ci (t/T = 
0.94). At the same time, the vorticity contour lines upstream 
of B, reveal a small downstream extension due to the non
uniform velocity field. This extension develops in time and 
generates a well-defined shear layer that rolls up by t/T = 0.98 
to form yet another corotating vortex (£2) upstream of Bi. The 
roll up process is accompanied by the migration of B2 into the 
center of the channel. During the roll up of B2 (1-02 > t/T > 
0.98), the strengths and especially the sizes of Bi and Cj do 
not change. At the beginning of the steady incoming flow phase 
(t/T = 1.02), fl2 is larger than B| (see also figure 6) and a 
second contra-rotating vortex (C2) is induced by B2 upstream 
of C\. Both B, and C, start to increase in size and strength, while 
B2 decays and moves upstream. By t/T = 1.10, Bi occupies a 
major portion of the height of the channel and C, has its maxi
mal size. At the last instance shown in Fig. 8 (t/T = 1.14), B, 
remains almost unchanged, while B2 is significantly weaker. 

At the end of the process, three vortices (B,, Cj, and B2) are 
formed instead of the single vortex Bi and therefore this process 
is referred to as vortex multiplication. The corotating vortex B2 
develops independently of i?,, while the contrarotating vortex 
C, is created by Bi. A similar sequence is noticed for the other 
primary structures, such as the development of the E and D 
vortices near the upper wall, downstream of the B-C vortices. 
Yet, there is a time lag of about 0.04 non-dimensional time 
units between them (the pattern of the vortices Di-Ei-D2 at t/ 
T = 1.10 is similar to the pattern of B^-CrB^ at t/T = 1.06). 
The delay in the development is caused by the later formation 
of the downstream vortical structures. 

3.4 Other Properties. The strength of the vortices in
creases with the size of the constriction. Larger constriction 
sizes generate stronger vortices lee of the constriction. This 
leads to a larger displacement of the flow from the lower wall, 
enforcing the rapid convection of vorticity into the core region. 
The process repeats itself, resulting in stronger vortices in the 
whole flow field. In the initial stages of their development, the 
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Fig. 8 The development of the multiple-vortex structure (a/h = 0.28). The increments between 
the streamlines (1̂ ) and the vorticity (<a) contours are 0.1 and 5, respectively. The vorticity 
contour lines are given for -60 < &> < 60. Zero values are shown by the dotted lines. 

Journal of Fluids Engineering DECEMBER 1995, Vol. 1 1 7 / 5 7 5 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



size of the vortices increases with the constriction size. How
ever, the vortex multiplication phenomenon leads to a flow field 
where the maximal size of the vortices is almost independent 
of the constriction size for a large portion of the steady incoming 
flow phase (Fig. 5) . The maximal size is determined by the 
height of the channel. It should be recalled, however, that the 
number of vortices does depend on the size of the constriction. 

Development of large vortical structures during the decelera
tion phase was observed in other works as well, see for example 
Tutty (1992) and Tutty and Pedley (1993). The latter study 
observed phenomena similar to that described in the present 
work. Although similarities may be found in several other global 
features (e.g., propagating wave front, multiple vortices), the 
details differ because in the present study the incoming wave
form includes a relatively large mean flow and a long steady 
incoming flow phase. Moreover, in the present case the down
stream propagating vortices do not decay in place, as was found 
by Tutty and Pedley (1993), but are washed out of the region. 
Tutty and Pedley (1993) found that the increase in the step size 
strengthen the vortices, as in the present case. However, they 
found that the sizes of the vortices depend on the step-size, 
while our simulations of smooth constrictions did not reveal 
such a dependence. Moreover, they found for constriction sizes 
smaller than 0.2 (in our notation) that the flow is quasi-steady 
downstream of the step. In the present pulsatile flow, significant 
time variations occur even for very small obstructions. 

If only the instantaneous streamlines are considered (Fig. 8), 
the vortex multiplication phenomenon looks very similar to the 
eddy-doubling described by Pedley and Stephanoff (1985) and 
Ralph and Pedley (1988). They found for the case of an oscillat
ing indentation that a single eddy splits into two co-rotating 
vortices. Yet, the vorticity field reveals that this term is inappro
priate for the present case. The vortex Bi does not split to 
form S2; rather, the second corotating vortex B2 is generated 
independently by vorticity originating from the same origin as 
that of Si. 

4 Concluding Remarks 

The effect of the constriction size on the flow field was stud
ied for a pulsating incoming flow with Re = 2100 and St = 
0.016. It was found that the strength and number of vortices 
increase with the constriction size, indicating that these parame
ters might be used for detecting the severity of stenosis of blood 

vessels using non-invasive methods. The number and strength 
of vortices can serve as a basis for evaluating the potential 
damage and thrombus formation to blood flowing in stenosed 
vessels. Also, the vortices form sooner as the constriction size 
increases. However, the constriction size does not affect the 
maximal size of the vortices or their propagation speed. 

Changing the Re and St numbers or the incoming waveform 
may affect the details of the flow field. However, based on our 
experience and numerous previous simulations, we believe that 
the global effects of the constriction size should be similar for 
a wide range of St and Re. Also, the results should not be 
affected significantly for incoming flows with waveforms that 
do not deviate significantly. 
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An Experimental Study of 
Pulsatile Flow in Canine 
Larynges 
Pulsatile flow in an excised canine larynx was investigated with simultaneous re
cordings of air velocity, subglottal pressure, volume flow rate, and the signal from 
an electro-glottograph (EGG) for various conditions of phonation. Canine larynges 
were mounted on a pseudotrachea and sustained oscillations were established and 
maintained with sutures attached to cartilages to mimic the function of laryngeal 
muscles. The pitch and amplitude of the oscillations were controlled by varying the 
airflow, and by adjusting glottal adduction and vocal-fold elongation. Measure
ments with hot-wire probes suggest that subglottal inlet flow to the larynx is pulsatile 
but mostly laminar, while the exiting jet is non-uniform and turbulent. In the typical 
ranges of flow rate, subglottal pressure, and oscillation frequencies, the Reynolds 
number based on the mean glottal velocity and glottal hydraulic diameter varied 
between 1600 to 7000, the Strouhal number based on the same parameters varied 
between 0.002 and 0.032, and the Womersley number ranged from 2.6 to 15.9. 
These results help define the conditions required for computational models of laryn
geal flow. 

Introduction 
Human speech sounds are created as a result of the conversion 

of aerodynamic power to acoustic power through oscillatory 
tissue dynamics. The mechanism of this conversion process to 
air flow through the glottis is poorly understood. The glottis is 
a three dimensional space between the vocal folds that changes 
dynamically during phonation. As a dynamic valve, it creates 
pulsatile flow which becomes the source of sound in phonation. 
In addition, from a biomechanical point of view, the calculation 
of the driving forces on the vocal folds requires the Icnowledge 
of both the pressure distribution and the velocity pattern within 
the glottis (AUpour and Titze, 1988). 

The pulsatile flow within the glottis has not been studied in 
detail except with simple one-dimensional, experimental and 
computational models such as collapsible-tube model of vocal 
folds (Conrad, 1980), which was based on the theory developed 
by Shapiro (1977). However, unsteady flows in constricted 
channels are studied in other applications. For example, 
Thornburg et al. (1992) studied steady and unsteady laminar 
flows through an axisymmetric rigid cosine-shaped constriction. 
They found that the flow became unsteady at a Reynolds number 
of 2000 and a constriction area ratio of 0.75. Rosenfeld (1993) 
simulated pulsatile laminar flow in a two-dimensional con
stricted channel and validated his model with the flow-visualiza
tion results of Park (1989). The constriction ratio in Rosenfeld's 
simulation was no more than 0.75 and the Reynolds number 
was less than 140. In contrast, laryngeal flow, for which the 
constriction ratios exceed 0.9 and the Reynolds numbers fre
quently exceed 1500, is both unsteady and turbulent. Einav 
and Sokolov (1993) discuss pulsatile pipe flow with ranges of 
transitional Reynolds number and Stokes parameter similar to 
those of the present study (also see Nakamura, Sugiyama and 
Haruna, 1993; Ahmed and Giddens, 1984), although their appli
cation is more appropriate to stenoses rather than flow-induced 
dynamic valving as in the larynx. 

Contributed by the Fluids Engineering Division for publication in tlie JOURNAL 
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There has been much experimental work on laryngeal fluid 
mechanics, but few studies have measured air velocities. The 
first attempt to quantify the glottal velocity profile appears to 
have been made by Berke et al. (1989). Using constant-temper
ature hot-wire anemometry, they measured the velocity wave
form in an in-vivo canine larynx at five locations along the 
midline of the glottis. Although the data were limited in scope, 
they demonstrated that the canine larynx is a feasible model for 
the study of pulsatile flow during phonation. The results can be 
reasonably extrapolated to human phonation due to the close 
similarity between the canine and human glottographic wave
forms (Slavit et al , 1990). 

Experimental and computational techniques for diagnostics 
of pulsatile flow in the larynx complement each other. Experi
mental investigations with excised larynx models provide realis
tic laryngeal flow information that is useful for validation of 
computational models. In particular, experiments guide estab
lishment of the inlet and outlet flow conditions, and the range of 
Reynolds and Strouhal numbers that occur in typical operating 
conditions. The present study was undertaken to quantify the 
laryngeal flow below and above the vocal folds, to establish the 
procedures for making measurements in such a pulsatile flow, 
and to obtain the range of Womersley number, and the Reynolds 
and Strouhal numbers under typical oscillation conditions. The 
results provide an understanding of the flow in the glottis, and 
could be used to define the conditions required in computational 
models of laryngeal flow. 

Experimental Arrangement 
Fresh excised canine larynges were acquired from other labo

ratories at the University of Iowa Hospitals and Clinics. The 
larynges were kept in saline solution prior to their use in the 
experiments. Figure 1 shows the overall experimental arrange
ment. After establishing an air supply with 100 percent relative 
humidity and a temperature of about 37°C using a Conchatherm 
heater unit (RCI Laboratories), the larynx was mounted on the 
rigid vertical tube of a pseudo-lung mechanism. The glottis was 
easily viewed by a camera and was accessible to other equip
ment. Adduction (the mechanism of bringing the vocal folds 
together) and tension controls were established by connecting 
the cartilages to micrometers with sutures (see Fig. 2) . Vocal 
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Fig. 1 Experimental arrangement (not to scale) 

fold length was controlled by sutures attached to the thyroid 
cartilage anteriorly and the cricoid cartilages posteriorly (the 
latter are not shown in Fig. 2) . A suture was sewn to each 
arytenoid cartilage and passed laterally through the other to 
control adduction. 

Electrodes from an electroglottograph (EGG) made by Syn-
chrovoice Inc. were attached to the laminae of the thyroid carti
lage with push pins to pick up the EGG signal during oscilla
tions. The EGG signal represents the change in impedance 
through the neck via a 5 MHz electric field, and has been related 
to vocal fold contact area (Childers, 1985; Scherer et al., 1988). 
It can be used to identify the approximate opening and closing 
phases of the glottis (exemplified below). The EGG signal was 
also used in the data analysis as a trigger signal to process the 
phase-averaged waveform from the instantaneous air velocity 
signal. 

The mean pressure in the subglottal region (measured about 
10 cm below the vocal folds) was monitored with a wall 
mounted well-type water manometer with an accuracy of ±10 
Pa (Dwyer No. 1230-8). The mean flow rate was monitored 
with an in-line flowmeter (Gilmont rotameter model J197; accu
racy: ±3 percent) as shown in Fig. 1. The time varying subglot-

Slottis 
hot—friro probe 

they 'd 
oartila^pe 

body 
nrlnolil 
csairtllAge 

a) Superior view b) Crozial vleiv 

Fig. 2 Schematic of the superior (top) view and coronal (vertical sec
tional) cut of the excised larynx. The top view shows the glottal slit frozen 
at maximum excursion. 

tal pressure was measured with a piezoresistive pressure sensor 
(Microswitch 136PC01G1). This pressure (accuracy: ±2.3 per
cent) was measured at the same location as the manometer tap 
(Fig. 1) for ease of calibration. 

The velocity was measured with a constant-temperature hot
wire anemometer system (Dantec 56C01). A straight miniature 
probe (Dantec 55P11) was positioned in the subglottal tube 
about 12 cm below the vocal folds (Fig. 1) to measure velocity 
upstream of the glottis. The velocity in the jet above the glottis 
was measured at various locations with a miniature probe (with 
right-angled prongs, Dantec P14) with the sensor's direction 
perpendicular to the flow axis. The probe was mounted on a 
three-dimensional micropositioner (Deadal model 393M) ac
cess any location in the glottal jet (Fig. 2). Experiments were 
conducted with several frequencies and mean subglottal pres
sures. 

The subglottal pressure signal was amplified with a bridge 
amplifier (Bioamp model 205) and calibrated against the ma
nometer at regular intervals. The hot-wire signal was calibrated 
against a pitot tube placed over the center of an air jet exiting 
a 0.6 cm diameter uniform tube. Humidified air at 35-37°C 
was used during both the hot-wire calibration and the larynx 
experiments. A best fit to the calibration was obtained with a 
least-square polynomial and used in subsequent data reduction. 
The velocity measurement accuracy was estimated to be no 
worse than ±4 percent in the experimental range. 

During the experiment, analog data from the hot-wire probes, 
EGG, and pressure transducer were monitored on a digital oscil
loscope (Data 6000 Universal Waveform Analyzer, Data Preci
sion) and simultaneously recorded on a Sony model PC-108M 
Digital Audio Tape (DAT) recorder. Portions of these re
cordings were digitized later with a 16-bit analog/digital con-
vertor and analyzed on VAX-station computers. The multiple 
channels of signals were DC-coupled and digitized at the rate 
of 20 kHz (to ensure full waveform specification) for at least 
one second per channel (between 1.1 to 1.5 seconds). During 
the experiment, the top view of the larynx and vocal folds was 
recorded onto video tape for later analysis of the glottal images 
during oscillations. 

To separate the turbulence from the periodic component of 
the velocity signal, the technique of phase shift averaging was 
employed. In this method, the EGG signal was used as the 
trigger signal to obtain cycle information. Every instantaneous 
velocity measurement on consecutive cycles corresponding to 
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a phase point on the EGG trigger cycle was averaged over 100 
to 300 cycles for the range of frequencies encountered in the 
experiments. This averaging process provided the so-called de
terministic component of the oscillatory flow (the ensemble 
average). This average was then cross correlated to a shifted 
raw cycle to obtain the maximum correlation coefficient (see 
Kitney and Giddens, 1984, for details). This process was iter
ated until a reasonable convergence was achieved. This phase-
averaged velocity shows the deterministic or pulsatile nature of 
the flow. When this signal is subtracted from the instantaneous 
velocity, the turbulent component is obtained. However, as 
noted by Walburn et al. (1983), when there is a cycle-to-cycle 
variation of oscillation period, using the phase averaged velocity 
will over predict the turbulent component. Thus, a nonrecursive 
digital low-pass filter (Hamming, 1973) was first used to 
smooth the velocity, so that the turbulent velocity fluctuations 
could be obtained independently of the phase shift averaged 
velocity. The turbulence intensity was calculated by taking the 
root mean square of the turbulent velocity fluctuation signal. 

The recorded stroboscopic superior view of the larynx 
showed an essentially elliptical glottal opening that changed 
from a minimum to a maximum during each cycle. To obtain 
estimates of the oscillation amplitude, the strobe light was exter
nally triggered with the EGG signal to freeze the image. By 
controlling the delay between the EGG and the trigger signal, 
the glottal view was set to its maximum area. The selected 
frame of glottal area was captured by a frame grabber and saved 
for digital image analysis. This image (Fig. 3) was analyzed 
by the WinTrace software (developed at the Image Analysis 
Facilities of the University of Iowa). The calibration procedure 
for length and area was performed using a known distance on 
the image (a digitized millimeter grid) within the software it
self. The maximum glottal area value (Ag) and glottal perimeter 
were measured by tracing the glottis contour with accuracy of 
±2 percent for area and ±5 percent for perimeter. The mean 
glottal velocity {U,„; accuracy: ±5 percent) was calculated by 
dividing the mean volume flow rate obtained from the rotameter 
by this maximum glottal area. The maximum glottal area, to
gether with the corresponding measured glottal perimeter (G,,; 
accuracy: ±5 percent), was used to obtain the hydraulic diame
ter (flft = AAJG,,; accuracy: ±7 percent) of the glottis during 
oscillations. The mean Reynolds number was calculated based 
on this length scale and mean glottal velocity (Re = U,„D,Jv; 
accuracy: ±12 percent). The Strouhal number was also calcu
lated based on these parameters and the frequency of oscillation 
(St = / A y t̂ m; accuracy: ±8percent).TheWomersley number, 
defined on the basis of hydraulic diameter, frequency and vis
cosity (a = 0.5D;,(27r//!>)"'; accuracy: ±8 percent), was also 
calculated. 

Fig. 3 A digitized image of the glottis 
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Fig. 4 Strouliai and Reynolds numbers in tests with four excised laryn
ges. Each larynx represented by different symbol. For these cases, the 
mean subglottal pressure ranged between 0.7 and 3.0 kPa, and mean 
flowrate ranged between 92 and 970 ml/s. (Experimental uncertainty in 
Reynolds number = ±12 percent and in Strouhal number = ±8 percent). 

Results and Discussion 
The experiments performed with four excised larynges: (1) 

male, weight of 22 kg, in situ vocal fold length of 14.0 mm; 
(2) male, 27 kg, 18.0 mm; (3) male, 25 kg, 17.5 mm; (4) 
female, 27 kg, 18.4 mm. For each larynx there was a range of 
pressure and flow rate for which the oscillation was audibly 
stable. For each larynx, one to three cases of oscillation with 
different adductory configurations were considered. The pres
sure and flow rate were varied within the stable range for each 
larynx and signals were recorded while the phonation was sta
ble. Figure 4 shows the operation of the four larynges with ten 
cases of pressure and flow variations. Every point on the figure 
represents a stable working condition of a larynx, and each 
symbol corresponds to one particular larynx. The overall data 
indicate that flow at the exit was mostly turbulent with a Reyn
olds number ranging between 1600 to 7000. The Strouhal num
ber ranged between 0.002 and 0.03 with an average of 0.016. 
The corresponding range of the unsteadiness parameter was 2.6 
to 15.9 with an average of 9.1. The data of Fig. 4, obtained for 
realistic ranges of glottal pressure and flow, give values of Re 
and St which may be used in numerical simulations of pulsatile 
flow in the larynx. 

Figure 5 shows a sample of the data from one particular 
larynx indicating, from the bottom, the EGG signal, the subglot
tal pressure (Ps), the subglottal velocity measured in the trachea 
(Vs), the supraglottal jet velocity (V,), the phase-averaged jet 
velocity {{V)), and the turbulent component of the jet velocity 
( V ) . respectively. There are four points indicated on the EGG 
waveform. Points 1 and 4 correspond to the approximate start 
of the glottal opening (Anastaplo and Karnell, 1988), point 2 
is the approximate location of the beginning of glottal closing, 
and point 3 is where glottal closing is completed. In this exam
ple, the glottis was open longer than it was closed. This finding 
can be seen also from the velocity signals. 

The subglottal pressure increased during the glottal closing 
portion of the cycle (interpreted from the EGG signal), contin
ued to build up until the vocal folds began to open, and then 
decreased to a minimum. At lower frequencies, resonance in 
the subglottal system causes the subglottal pressure to contain 
more than one spectral component. 

The subglottal velocity was pulsatile and appeared to be lami
nar (that is, had no apparent turbulence component). The pulsa
tile flow fell to a non-negligible minimum, indicating that the 
vocal folds did not close completely, or there was subglottal 
tracheal expansion near the time of glottal closure and maximum 
subglottal pressure. The peak of this signal fell in the region of 
the fully-open glottis (between points 1 and 2). This velocity 
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may also have been affected by the resonance in the subglottal 
system. 

In Fig. 5, the hot-wire probe (P14) was positioned over the 
midline of the glottis and 10 mm above the vocal folds. At the 
instants of glottal opening and closing, the instantaneous veloc
ity signal, as well as the phase-averaged velocity signal, show 
very large gradients, and these large gradients appear to be 
responsible for the spikes in the turbulent velocity fluctuations. 

Figure 6 shows six velocity profiles in the subglottal section 
of the larynx. The probe was traversed in a direction parallel 
to the glottal edge (anterior-posterior). The profiles are fore
shortened on the right of the figure because the hot-wire probe 
was kept away from the wall on that side to protect it from 
damage. These velocity profiles were selected at different phase 
positions of the oscillation cycle as indicated by the numbers 
on the single cycle of the subglottal velocity (insert). The same 
larynx was used for all 6 profiles. Ten cycles of each subglottal 
velocity waveform were averaged at 18 transverse locations and 
at 6 phases of the cycles. The resulting instantaneous velocity 
profiles are plotted in Fig. 6. The first marker was selected at 
the peak of the EGG signal which, from Fig. 5, is seen to be 
near maximum glottal closure. These subglottal velocity profiles 
changed in shape with time and were nearly parabolic in shape. 
The overall averaged subglottal velocity waveform (Figure 6 
insert) was skewed to the right (asymmetric). 

To quantify the shape of the jet exiting the glottis at various 
phases of the oscillation cycle, the following experiment was 
conducted. First a stable phonation was obtained. Then, by lock
ing the strobe light with the EGG signal and adjusting the delay, 
the maximum opening was observed on the video in a stationary 

Fig. 5 Waveforms of flow in typical larynx. The signals are, from the 
bottom, electroglottograph (EGG), subglottal pressure (Ps), subglottal 
velocity (Vs), jet velocity 10 mm above the vocal folds (Vj), phase-aver
aged velocity ((I/)), and the turbulent velocity fluctuation ( / ' ) . (Experi
mental uncertainty in pressure = ±2 percent and in velocity = ±4 per
cent) 

Fig. 6 Velocity profiles upstream of the glottis (in the subglottal sec
tion). Profiles are selected at different phase positions in the oscillation 
cycle. (Experimental uncertainty in distance = ±0.1 percent and in veloc
ity = ±4 percent). 

(freeze) mode. The area of the opening was divided into a 9 
X 13 point grid with 0.25 mm spacing laterally (in the X direc
tion, across the glottis) and 1 mm spacing longitudinally (in 
the y direction, parallel to the glottis). The hot-wire probe 
(P14) was located at every grid point for about 5 seconds and 
moved to the next position using the X-Y micropositioner. The 
data were digitized later and processed on a VAX-station com
puter. 

Figure 7 shows a velocity surface in the cross section of the 
glottal jet time-averaged over a duration of one second. For this 
case, the mean flow rate was approximately 230 ml/s and the 
subglottal pressure was approximately 1.4 kPa. The maximum 
glottal opening was about 1.25 mm. The measurement grid 
included a 0.25 mm extension on each side. Figure 7 clearly 
shows a highly nonuniform average velocity distribution in the 
glottal jet. There are large variations in velocity especially in 
the Y direction. The maximum velocity of approximately 25 ml 
s occurred at a location of about 3 mm from the anterior glottal 
commissure, whereas maximum glottal opening (as measured 
from the video tape recording) was approximately 5 mm from 
the anterior commissure. The location of the point of maximum 
velocity in the anterior glottis, anterior to the maximum vocal 
fold displacement, is similar to that reported by Berke et al. 
(1989) who measured a mean velocity as large as 40 m/s. The 
dynamic glottal configuration and flow impedance need further 
study to explain these data. 

Conclusions 

This study was concerned with the pulsatile flow from the 
glottis during phonation. Air velocities in excised canine laryn-
ges were measured using hot-wire anemometry, and were ac
companied by simultaneous measurement of subglottal pres
sure, subglottal air velocity, and the electroglottographic signal. 
Phase-averaging of the velocity signals was performed to obtain 
the deterministic velocity. Subtracting the digital low-pass fil
tered velocity from the instantaneous velocity gave the turbulent 
velocity fluctuations. Recordings of velocity were made over 
the glottal midline as well as over a measurement grid above 
the glottis to map the velocity field in the three-dimensional jet 
exiting the vocal folds. 

Results of this study suggest the following: 

1. The flow regime above the glottis in the excised canine 
larynx is turbulent over most of the open glottis portion 
of the vibratory cycle. The subglottal velocity did not 
show turbulence. 
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Fig. 7 Time-averaged (mean) velocity 10 mm above the glottal cross-section 

2. The Reynolds number ranged from 1600 to 7000; the 
corresponding Strouhal number range was 0.002 to 0.03, 
the Womersley number range was 2.6 to 15.9. The turbu
lence intensity ranged between 1.1 to 5.7 m/s. 

3. The largest velocity values occurred through the anterior 
glottal region, anterior to the location of the cyclic maxi
mum glottal excursion, in the example given. 

These results together provide guidance to development of a 
theory or model of phonatory aeroacoustics. 
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Three-Dimensional Chaotic 
Mixing of Fluids in a 
Cylindrical Cavity 
Three-dimensional chaotic mixing of Newtonian fluids in a previously uninvestigated 
cylindrical cavity was studied both experimentally and numerically for creeping flow 
conditions. Such mixing processes have practical application to the blending of vis
cous fluids, biological suspensions, or can be used as test beds to study waterbome 
pollutant formation. A mixing chamber was fabricated which consisted of a cylindrical 
glass cavity with independently rotating upper and lower circular disks. Fluid motion 
was revealed by digitizing successive video images of a small neutrally buoyant 
sphere placed into the mixing cavity and also by photographing dyed blobs. Experi
mental particle tracking studies were supplemented by numerical simulations. Phase-
space trajectories, return maps, and Lyapunov exponents were used to characterize 
the mixing process and to confirm chaotic behavior. 

Introduction 
The transport of thermal energy or a molecular species in a 

fluid is greatly enhanced by mixing. Often, mixing occurs due 
to turbulence that arises above some critical -Reynolds number 
owing to inertial effects. However, in very viscous fluids or in 
situations where inertial forces can have adverse effects on 
components conveyed by a fluid, the flow may be laminar either 
as a consequence of very low Reynolds numbers or by design. 
For example, desirable properties in plastics are sometimes ob
tained by blending molten polymers. Due to very high viscosi
ties, the mixing process is performed at low velocities in order 
to suppress viscous dissipation and the resulting degeneration 
of long-chain polymer molecules. Individual components com
prising synthesized or purified blood or other biological suspen
sions must be combined gently such that cellular components 
are not damaged. Particles are sometimes formed in industrial 
processes through the agglomeration of separate components 
suspended in a fluid. In Such cases, inertial forces can limit 
particle sizes or preclude agglomeration. The creation of water
bome pollutants in the environment from precursors can occur 
in complex time-varying flows prevailing in large quiescent 
lakes or ponds. Mixing in the laminar flow regime can provide 
a good laboratory model to study pollutant formation. 

Although the foregoing examples illustrate a broad rationale 
for investigating three-dimensional chaotic mixing, this study 
was primarily motivated by the realization that chaotic behavior 
in multiphase molten polymeric systems can be utiUzed to create 
in situ very fine-scale structures which may be captured by 
solidification. This technique has been employed to synthesize 
simple polymeric composites with very fine lamellae or fibers 
from single and multiple minor phase clusters in a mixing cavity 
closely related to the one considered in the present paper (Zum
brunnen et al., 1995). It should be noted that interesting fine-
scale interfacial structures of solidified specimens can also be 
inspected by microscopy and photography, so the technique 
also has direct application to studies of multiphase flows. 

Chaotic mixing has been investigated recently in two-dimen
sional flows within cavities. Much of this work has been done 
to elucidate fundamental mixing processes and has been sum
marized by Chien et al. (1986) and Ottino (1989). Aref (1984) 
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and Aref and Balachandar (1986) demonstrated that the equa
tions governing the mixing process in two-dimensional incom
pressible flows constitute a Hamiltonian system and are charac
terized by phase spaces in which the sizes of enclosed areas 
are preserved upon deformation. By contrast, when fluids are 
compressible or the flow field is three-dimensional, the govern
ing equations constitute dissipative systems which have con
tracting areas in phase spaces leading to fractal structures in 
Poincare sections. 

Three-dimensional chaotic mixing was achieved in this study 
under creeping flow conditions within a previously uninvesti
gated cylindrical cavity formed between rotatable upper and 
lower circular disks and a stationary lateral surface. Chaotic 
mixing involves the chaotic motion of individual fluid particles 
and not necessarily chaotic fluctuations in the velocity field, 
which may be regular. Chaos therefore occurs in a Lagrangian 
sense; and it is instructive to first consider pathUnes associated 
with the steady flow field. In Fig. 1, the pathlines in the mixing 
cavity are shown for the steady rotation of an upper concentric 
disk and the simultaneous rotation of an offset lower disk. Si
multaneous and steady rotation of both disks establishes a locus 
of hyperbolic points within the flow field and associated homo-
clinic orbits. For creeping flows, the momentum equations for 
fluid motion are linear so that the steady pathlines of Fig. 1 are 
evident in return maps prior to the onset of chaos in the mixing 
cavity. 

The cavity flow of Fig. 1 is related to the blinking vortex first 
studied by Aref (1984) and later also investigated by Khakhar et 
al. (1986), which was shown to be a two-dimensional Hamilto
nian flow. Although the mixing process in the cavity was three-
dimensional, the kinematical description for two-dimensional 
flows can be applied in a qualitative sense to better convey 
underlying events leading to chaos in fluid particle motions. 
Chaotic mixing was instilled by rotating separately the upper 
and lower disks to the cylindrical mixing cavity of Fig. 1. In 
the blinking vortex, a two-dimensional flow is established by 
the action of identical vortices separated by a small distance. 
When both vortices act steadily, a single hyperbolic point is 
formed at the midpoint between them. The rotational motion of 
the vortices and the hyperbolic point in the pathlines for the 
steady flow field resemble the rotational motions of the disks 
and the locus of hyperbolic points in Fig. 1. As with the disks 
of the mixing cavity, when the vortices acted alternately, chaotic 
motion in fluid particles was induced. The extent of chaotic 
regions in the vicinities of the vortices was determined by a 
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Locus of Hyperbolic 
Points 

Locus of Elliptic 
Points 

Fig. 1 Illustration of loci of elliptic and hyperbolic points. (Note: The 
orientation of the cavity in subsequent figures is identical to the one 
shown.) 

perturbation strength that was proportional to the overall time, 
or period, for the separate and equal flow of each vortex. At 
small perturbation strengths, particle motion was regular. How
ever, at higher perturbation strengths, chaotic motion was first 
evident in Poincare sections in the vicinity of each vortex. At 
still higher perturbation strengths, chaotic motion evolved also 
from the vicinity of the location of the central hyperbolic point. 
Separate regions of chaotic behavior formed heteroclinic inter
sections at higher perturbation strengths until chaotic mixing 
occurred throughout a large domain between the vortices. A 

similar encroachment on nonchaotic regions was disclosed for 
the cylindrical mixing cavity of this study when the rotational 
displacements of the disks were increased. 

Three-dimensional chaotic mixing in a previously uninvesti
gated cylindrical cavity is demonstrated experimentally and nu
merically in light of the aforementioned applications. The mix
ing cavity has many attributes. It can be easily constructed 
and driven. Liquids can be readily contained. Heat can also be 
removed effectively through the large, accessible disk surfaces 
in order to capture by solidification interesting emergent fea
tures of interfaces between phases. 

Experimental Apparatus and Methods 
The apparatus is shown schematically in Fig. 2. A cylindrical 

mixing cavity of 7.87 cm diameter was contained within a cylin-

Power Supply 

-IISV AC 

- Amplif ier 

Position 
Feedback 

Fig. 2 Schematic representation of the apparatus 

N o m e n c l a t u r e 

A = aspect ratio of the mixing cavity = 
HID 

D - inner diameter of mixing cavity = 
7.87 cm 

e = eccentricity between the axes of ro
tation of the upper and lower disks 
= EIR 

E = radial distance between centers of 
upper and lower disks (m) 

H = height of mixing cavity 
N = number of periods, where one pe

riod comprises the separate rotation 
of both disks 

NR = total angular displacement of both 
disks in terms of number of rota
tions = 2 Nn 

P = dimensionless pressure = P^^/Po 
P^ = pressure (N/m^) 
Pa = scale factor for pressure = tiVglH 
r = dimensionless radial coordinate 

(Fig. 4) = rJR 
ro = initial radial location of center of 

tracked sphere or dyed minor phase 
cluster 

r^ = radial coordinate (m) 
R = inner radius of mixing cavity 

Re = Reynolds number = wi?^(l 
+ e)/v 

t = dimensionless time = t^/T 
t:fi = time 
T = time interval equivalent to one-half 

period, where one period comprises 
the separate rotation of each disk 

Mr = radial velocity component (m/s) 
Mz = vertical velocity component (m/s) 
Ms = angular velocity component (m/s) 
Vr = dimensionless radial velocity com

ponent = Mr/y,. 
i)̂  = dimensionless vertical velocity 

component = uJV^ 
ve = dimensionless angular velocity 

component = Ug/Ve 
V,. = radial velocity scale factor = euiR 
Vj = vertical velocity scale factor = euR 
Vg = angular velocity scale factor = 

uiRil + e) 
z = dimensionless vertical coordinate 

(Fig. 4) = zlz^ 

Zo = initial vertical position of center of 
tracked sphere or dyed discrete 
phase cluster (m) 

z,ij = vertical coordinate (m) 
6 = dimensionless angular coordinate = 

e*/$ 
0̂ = initial angular location of center of 

tracked sphere or dyed minor phase 
(radians) 

6* = angular coordinate (radians) 
fi = perturbation strength in terms of the 

fraction of a complete rotation in 
each period for the upper and lower 
disks 

V = kinematic viscosity (m^/sec) 
p = mass density of fluid (kg/m') 
# = angular displacement per disk per 

period (radians) = u)T 
uj = rotational velocity of disks (radi-

ans/s) 
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drical chamber of 15.24 cm diameter. Both the cavity and cham
ber were filled with glycerin and were constructed of transparent 
glass. A small vertical distance of less than about 250 fj,m was 
maintained between the lower side walls of the mixing cavity 
and the lower surface of the chamber to separate the liquid 
within the mixing cavity from the liquid within the chamber. 
The floor of the chamber and a disk suspended into the mixing 
cavity of 7.62 cm diameter were rotated separately in order to 
induce mixing. Thus, the chamber floor was effectively a lower 
disk with respect to the mixing cavity. The axes of the mixing 
cavity and the chamber were offset in order to establish a three-
dimensional flow field and pathlines of the type depicted in Fig. 
1. The offset distance between the rotational axes was fixed at 
2.76 cm. This axis offset placed the chamber axis at a position 
located 70 percent (i.e., e = 0.70) of the distance from the 
mixing cavity axis to the mixing cavity wall. The height of the 
suspended disk above the chamber floor was adjustable to vary 
the aspect ratio A of the mixing cavity. 

The chamber and cavity disk were driven by separate servo
motors via zero-backlash speed reduction gear boxes so as to 
minimize unwanted disturbances during mixing. A digital mo
tion controller and servo-amplifier maintained constant pre
scribed rotational speeds. Durations of each rotation were pro
grammable via a personal computer (PC). A nylon sphere of 
2.4 mm diameter (not shown) was painted black for good con
trast and was inserted into the mixing chamber. Layers of black 
paint were added successively to the nylon sphere until neutral 
buoyancy in glycerin at room temperature was obtained. The 
position of the sphere was detected by a video camera against 
a white background and was recorded on magnetic tape with a 
video cassette recorder (VCR). The position of the sphere in 
three-dimensions was captured by recording both the images 
normal to the camera lens and the side image reflected in a 
mirror placed adjacent to the chamber. These positions were 
used to construct return maps and phase space portraits. After 
completing a mixing experiment, the recorded video images 
were digitized using a frame grabber. The operation of the 
frame grabber was programmable via the PC and automatically 
identified pixels corresponding to the sphere based on a contrast 
threshold criterion. Although the duration of the mixing experi
ments was as long as 4 hours, this feature provided for the 
automatic detection and recording of the sphere positions in 
three-dimensional space. The uncertainty in position stemmed 
principally from the accuracy of the digitization process and 
slight mismatches in the densities of the glycerin and painted 
nylon sphere. This uncertainty was estimated by constructing a 
time series of the difference in the sphere positions at the com
pletion of successive mixing periods when the particle motion 
was nonchaotic. An uncertainty of 0.004 D was determined for 
a 95 percent confidence interval. This distance, 0.38 mm, was 
small in comparison to the 2.4 mm sphere. 

In all experiments, the top and bottom disks of the mixing 
cavity were rotated alternately with the rotation of one disk 
comprising one-half period. The total rotational displacement 
of each disk within each period was held constant in each exper
iment and was identical for both disks. The rotational displace
ment was expressed in terms of a perturbation strength fj, defined 
as the fraction of a complete rotation for one disk. This defini
tion is analogous to the one given for the blinking vortex, which 
was discussed previously. Identical rotational speeds of 0.69 
revolutions per minute for each disk were employed that corre
sponded to the creeping flow regime as verified by the numerical 
model. Refraction due to the curved lateral surface of the glass 
mixing chamber introduced error in the detected position of the 
suspended sphere. However, this position error was deemed 
acceptable since a critical comparison between experimental 
and numerical results with regard to regular or chaotic behavior 
could still be made. 

A 1.5 cm-2.0 cm diameter spherical minor phase cluster of 
a dyed glycerin-water mixture was injected into the mixing 

Upper Disk 
Boundary Conditions) 

Fig. 3 Computational domain and boundary conditions employed in tlie 
numerical modeling of the mixing process 

cavity in order to visualize the effect of stretching and folding 
processes for differing perturbation strengths with A = 0.4. The 
densities of the dyed minor phase and the transparent major 
phase in the mixing cavity were matched by diluting glycerin 
with a concentration of water similar to the dyed phase. Stria-
tions in the minor phase were recorded on photographic film 
and video tape. Interfacial morphologies have also been in
spected by optical microscopy by solidifying low density poly
ethylene in a related mixing cavity. Full descriptions and micro
graphs of thin sections have been presented separately (Zum-
brunnen et al., 1995; Liu and Zumbrunnen, 1995). 

Governing Equations and Numerical Modeling 

Numerical modeUng was performed under conditions per
taining to the following assumptions: (i) steady, isothermal 
laminar flow, (ii) constant thermophysical properties, (iii) neg
ligible body forces in comparison to viscous forces, (iv) inertial 
forces negligible in comparison to viscous forces. The computa
tional domain and applicable velocity boundary conditions for 
the numerical model are shown in Fig. 3. The computational 
domain was a cylindrical region resembling the mixing cavity 
of Fig. 2 and was of identical dimensions. The radial and angular 
velocity components for both disks were expressed with respect 
to the reference frame aligned with the cavity axis by employing 
trigonometric relationships between the respective velocity 
components of the offset and aligned reference frames. Expres
sions are given in Fig. 3. The Navier-Stokes equations were 
scaled with suitable dimensionless parameters and variables de
fined in the Nomenclature. For example, since flow was de
flected upward by the cavity wall (Fig. 1), the velocity scale 
Vj for Mj was taken to be the maximum rotational velocity of 
the offset lower disk. Other velocity scales followed directly 
from the expressions in Fig. 3. The velocity scale for pressure, 
Po, was related to maximal viscous shear stresses since mixing 
was performed under creeping flow conditions. The correspond
ing scaled Navier-Stokes equations in cylindrical coordinates 
are given by Eqs. (1) - (3). 

r momentum: 

e dvr Re 
2 dv. e{l + e) Ve dv^ 

1- e Vr 1 
^ dt dr $ r de 

r 

e^ dvr 
+ — u, —-

2A dz 2A 
(l+ey^ + eil +e) — 

or or 
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Re 
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The selection of the appropriate Reynolds number Re for the 
experiments was based on reducing inertial forces while also 
minimizing the time for molecular diffusion of the dyed minor 
phase clusters (Leong and Ottino, 1989). As in the experiments, 
most numerical results pertained to e = 0.7 and A = 0.3. How
ever, aspect ratio was varied within the range 0.3 < A < 0.5 
to assess the influence on the chaotic mixing process. For these 
parametric conditions, Eqs. (1) - ( 3) indicate that inertial forces 
are not large away from the cavity axis (r = 0) in comparison 
to viscous forces with Re -^ 1. Due to singularities at r = 0 in 
some inertial terms in Eqs. ( l ) - ( 3 ) , terms with singularities 
were retained in numerical calculations. With the stated values 
of A, e, and with Re = 0.5, creeping flow was closely attained 
as confirmed by agreement to within 0.82 percent between nu
merically generated steady velocity components determined 
with and without the neglected inertial terms present in Eqs. 
( l ) - ( 3 ) . This Reynolds number was therefore adopted in the 
calculations and experiments. Experimental confirmation of 
creeping flow conditions was also obtained by reversing the 
rotation of the disks and ensuring that the tracked sphere re
turned to its initial location for various rotational velocities. 
Such kinematic reversibility is characteristic of steady creeping 
flows and is consistent with steady solutions to Eqs. ( l ) - ( 3 ) 
for Re -* 0. It is important to note that, as a result of kinematic 
reversibility, the pathlines for creeping flows are independent 
of the magnitude of the fluid velocity. Since chaotic behavior 
is evident when a Lagrangian perspective is adopted, results are 
presented in terms of fluid particle positions within the mixing 
cavity in lieu of detailed velocity fields. Inspection of Eqs. (1) -
(3) indicates that results under creeping flow conditions (Re 

0) are independent of the fluid viscosity. Results are therefore 
generally applicable to all Newtonian fluids when mixing is 
performed in accordance with the assumptions given earlier. 
The aspect ratio A, the eccentricity e between the disk shafts, 
and the dimensionless angular displacement $ of the disks are 
the relevant parameters according to the scaling analysis. 

With the inertial and transient terms removed excepting terms 
with singularities at r = 0, Eqs. ( l ) - ( 3 ) were solved numeri
cally for the cases where each disk moved separately and stead
ily. Neglecting some terms in accordance with the scaling analy
sis yielded faster computations and results applicable to creep
ing flows which were of interest. The momentum equations 

were discretized using the finite-volume approach and were 
solved according to the SIMPLER method (Patankar, 1980). 
A uniform mesh was used in the radial, angular, and axial 
directions. Insensitivity to mesh size was assessed by determin
ing differences upon mesh refinement in calculated velocities 
at twelve unique reference points within the computational do
main. The selected mesh included 51 nodes in the angular direc
tion and 31 nodes in both the radial and axial directions. (The 
mesh in Fig. 3 is coarser for clarity.) Convergence in a line-
by-line tridiagonal matrix algorithm was assessed by monitoring 
the change in calculated velocities at all offset grid locations 
where velocities were greater than five percent of the maximum 
velocity specified at one of the disk surfaces. Iterations were 
continued until successive values at all monitored locations dif
fered by less than 0.004 percent and the total residual for all 
velocity components was less than 10 ''. Typically, 800 itera
tions were required. The accuracy of the numerical solutions 
was estimated by comparison to an available exact analytical 
solution for creeping flow in a related cylindrical cavity with a 
rotating concentric bottom disk, stationary lateral surface, and 
stationary upper confining disk (Pao, 1972). Numerical solu
tions were determined to be within 1.34 percent at all offset 
grid locations. In addition, experimental and numerical pathlines 
and return maps were found to be in excellent agreement. 

The velocity protocol for the rotations of the disks was identi
cal to the one described earlier for the experiments. Velocity 
fields from the numerical model were used to track a particle 
placed at an initial location within the computational domain. 
In this manner, numerical and experimental results could be 
directly compared. Velocities within the mesh were estimated 
by linear interpolation in the three orthogonal directions based 
on proximity with neighboring finite volume faces where veloci
ties were determined numerically. The change Ar in the particle 
position was then calculated from the velocity v according to 
vAt, where the time step At = 0.001/w. This time step was 
selected by successively reducing its value until periodic parti
cle trajectories produced closed curves for long integration 
times as required for periodic behavior. 

Lyapunov exponents for the mixing process were calculated 
with the numerically generated velocity fields by determining 
the distance of six tracked particles from a fiduciary particle 
after the completion of successive mixing periods. With the six 
particles initially placed symmetrically a small distance do = 
0.0001 D from the fiduciary, the subsequent positions of all 
particles, including the fiduciary, were determined. The posi
tions of the tracked particles were returned to their initial orien
tation about the subsequent positions of the fiduciary in the 
event that the distance of any tracked particle from the fiduciary 
exceeded 0.1 D. Tracking six particles in lieu of one particle 
about a fiduciary provided more rapid convergence in the calcu
lated Lyapunov exponents and thereby reduced the computa
tional effort. The algorithm is summarized by Eq. (4), where 
dnj was the distance between the /"' particle and the fiduciary 
particle at the completion of A' periods. 

X = lim i I i X log2 ^ (4) 

This algorithm for Lyapunov exponent is related directly to 
those used for the evaluation of dynamical responses for iterated 
mappings (Moon, 1992). Positive Lyapunov exponents indicate 
sensitivity to initial conditions and thereby chaotic behavior. 
Regular behavior is indicated by this algorithm when Lyapunov 
exponents approach zero or a negative value. Calculated Lyapu
nov exponents were found to differ by about 12 percent when 
particle pathlines were calculated with time increments At of 
0.001/w, O.OOOS/w, and O.OOOl/o;. Uniform convergence with 
decreasing At could not be obtained due to accumulated round
off errors and small inaccuracies in the numerically determined 
velocity field. Calculated Lyapunov exponents were therefore 
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useful in distinguishing between regular and chaotic behavior 
except when calculated values were near zero and a mild chaotic 
condition may have prevailed. 

Results and Discussion 
Experiments were performed for ranges in the mixing cavity 

aspect ratio A, the perturbation strength fj., and for various initial 
positions (ro, do, Zo) of the suspended sphere. The perturbation 
strength is a measure of the angular displacement of each disk 
during each period, where one period is comprised of identical 
time intervals for each disk to rotate separately. Since the experi
ments and numerical studies pertained to creeping flow condi
tions, inertial effects were negligible and the position of the 
tracked sphere with either disk rotating steadily thereby de
pended only on elapsed time for any specific rotational speed. 
For example, doubling the rotational speed caused the sphere 
to move twice the distance along the same path in a given time 
interval. Thus, rotational speed was not varied as a parameter. 

Representative phase space portraits of the tracked sphere 
located within the experimental mixing cavity are shown in Fig. 
4 for two different perturbation strengths. (The orientation of 
the mixing cavity in this and subsequent figures is identical to 
the one specified for Fig. 1.) Results for only the first 5 to 10 
periods are shown in order to avoid filling the phase space 
and thereby obscuring individual trajectories, where each period 
corresponded to the successive rotation of both disks by an 
identical amount. With the perturbation strength /x < 0.4, trajec-

Fig. 5 Experimentai return maps indicating a broadening of the chaotic 
region within the mixing cavity due to increases in the perturbation 
strength fi with A = 0.3, To = 0.45 D, So = »r/4, and Zo = 0.5 H 

1^=0.40 

1^=0.80 
Fig. 4 Experimental phase space portraits indicating a degradation of 
the periodic trajectories of the traclted sphere within the mixing cavity 
due to an increase in the perturbation strength n with A = 0.3, rg = 0.45 
D, flo = w/4 and Zo = 0.5 H 

tories formed closed loops in regions of the cavity correspond
ing to the elliptic points in Fig. 1 and the pathlines of Fig. 1 
were reconstructed owing to the linearity of the momentum 
equations under creeping flow conditions. For /x = 0.4, differ
ences in the locations of the tracked sphere along the left-upper 
portions of the trajectories in Fig. 4 exceeded the experimental 
uncertainty in the position of the tracked sphere. The sphere 
motion was therefore not periodic. Numerical simulations indi
cated that adjacent chaotic regions that evolved from the vicinity 
of the hyperbolic points of the steady flow field in Fig. 1 en
croached upon the loops and degraded them. This degradation 
in the elliptic flow structures will be further examined in experi
mental and numerical return maps. With // = 0.8, the tracked 
sphere was transported to a markedly larger region within the 
mixing cavity and trajectories clearly did not repeat. Continued 
plotting of the trajectories would yield a darkened region as the 
trajectories increasingly occupied a greater portion of the phase 
space. 

The situation is shown more clearly in terms of return maps 
in Fig. 5. These maps give the successive locations of the 
tracked sphere within the experimental mixing cavity at the 
completion of each subsequent period. Regular motion is clearly 
indicated in the return maps when the locations form closed 
loops or short line segments, depending on the view perspective 
of the three-dimensional cavity. Only a limited number of loca
tions are shown in Fig. 5 to improve clarity. For 0.04 < /x < 
0.40, the locus of locations forms loops which suggest regular 
motion. For /x > 0.4, the locations of the sphere become increas
ingly uncorrelated, suggesting a broadening region of chaotic 
motion. Thus, within a region of the mixing cavity containing 
the point ro = 0.45 D, 8o = 7r/4, and zo = 0.5 H corresponding 
to the initial location of the tracked sphere, experimental results 
indicated that a transition to a markedly broadened chaotic re
gion occurred for 0.4 < /x < 0.8. A transition with increasing 
perturbation strength in this three-dimensional cavity flow is 
consistent with results reported for chaotic mixing in two-di
mensional flows (Aref, 1984; Chien et al., 1986). 

In Fig. 6, numerically generated return maps are given for 
conditions corresponding to those of the experimental results 
in Fig. 5. Behavior in the vicinity of the hyperbolic flow struc-
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tures of Fig. 1 are also shown. Small dots (•) have been used 
for points initially associated with the elliptic regions and small 
crosses ( + ) have be used for points initially associated with 
the hyperbolic regions. These different symbols can be used to 
discern the extent of chaotic regions within the cavity. Since 
the numerical model tracked massless points of zero volume, 
the locus of elliptic points in Fig. 6 differed somewhat from 
those measured experimentally with the tracked sphere of finite 
size. However, it is apparent upon inspection of Figs. 5 and 6 
that (1 = 0.6 when chaotic behavior became evident in both 
the theoretical calculations and experimental results. The flow 
structure in the vicinity of the hyperbolic points shown in Fig. 
1 is evident in the return maps of Fig. 6 when chaotic behavior 
is weak. This circulation degenerated at higher perturbation 
strengths with the degeneration evolving from the vicinity of 
the hyperbolic point. The closed loop structures in the vicinity 
of elliptic points in the right portion of the cavity degenerated 
in response to encroachment by particles from the adjacent 
chaotic regions. Regions of regular behavior persisted within 
elliptic regions that were smaller at higher perturbation 
strengths. A globally chaotic condition occurred at a high pertur
bation strength for which detectable elliptic regions vanished. 
This condition is shown in Fig. 6 for yî  = 0.8. 

Numerical predictions in Fig. 6 show that chaotic motion 
existed at small perturbation strengths (0.2 < fi < 0.4) near 
the vicinity of the locus of hyperbolic points in the steady 
pathlines of Fig. 1. However, the chaotic behavior was confined 
to small regions and regular motion prevailed throughout the 
balance of the cavity. The transition in the characteristics of the 
motion was confirmed by flow visualization with a passive dye 
injected at ro = 0.45 D, ô = 1-02 TT, and Zo = 0.65 H. For fx 
= 0.4, a dyed minor phase cluster was stretched and folded 
and ultimately was transformed into a wispy structure of thin 
filaments. These filaments remained confined within a volume 
that resembled the hyperbolic structure in the corresponding 

|i-0.04 (1-0.10 

H-0.20 |i-0.40 

H - 0.60 H - 0.80 

Fig. 6 Numerically generated return maps Indicating a transition to cha
otic behavior due to increases in the perturbation strength li with A = 0.3 

NR 

Fig. 7 Calculated Lyapunov exponents from the numerically gener
ated velocity fields with increasing perturbation strength /u. for >t = 0.3, 
To = 0.45 D, Oo = 1 /̂4, and Zo = 0.5 H 

return map of Fig. 6 for // = 0.4. Thus, the flow visualization 
and numerical predictions were consistent. At the location ro = 
0.45 Z), 9o = 7r/4, and Zo = 0.5 H of Fig. 5, the much simpler 
loop-like structure was formed with no apparent chaotic behav
ior. This loop structure was also consistent with the return map 
of Fig. 6 for /n = 0.4. 

The effect of the mixing cavity aspect ratio A was examined 
over the range 0.3 < A < 0.5 by repositioning the upper disk 
in the experimental apparatus (Fig. 2) . Increasing the aspect 
ratio decreased the circulation between the upper and lower 
surfaces (Fig. 1) in the outer region of the mixing cavity owing 
to the no-slip condition at the stationary lateral surface. Transi
tion therefore occurred at higher perturbation strengths for 
larger aspect ratios. In order to determine the onset of chaotic 
mixing throughout the interior of the cavity for different aspect 
ratios, return maps of the type shown in Fig. 6 were developed 
for different perturbation strengths. Chaotic behavior was found 
to evolve principally from the vicinity of the hyperbolic (x-
shaped) structures and encroach upon other portions of the 
mixing cavity. Regular behavior persisted within elliptical re
gions that diminished in size with increasing perturbation 
strength. A transition perturbation strength /x, was therefore de
fined to be the perturbation strength at which these elliptic 
regions vanished. Values of fi, were 1.25, 1.85, and 2.65 for 
aspect ratios of 0.3, 0.4, and 0.5, respectively. When plotted, a 
nearly linear relationship is suggested by these results. Thus, 
extrapolations to slightly smaller or larger aspect ratios or to 
aspect ratios within 0.3 < A < 0.5 seems reasonable in order 
to ensure effective mixing in similar cylindrical mixing cavities. 

The numerical model was used to estimate the Lyapunov 
exponent X according to Eq. (4) and thereby confirm the chaotic 
motion of the fluid particles. In order to reveal conditions for 
which chaotic mixing can be expected to occur throughout the 
interior portions of the mixing cavity, the fiduciary and six 
neighboring particles employed in Eq. (4) were located initially 
within the more persistent elliptical regions shown in Figs. 5 
and 6. Results are given in Fig. 7 for specific perturbation 
strengths as a function of the total number of rotations N^ of 
both disks. For fj, < 0.60, X, initially decreases and eventually 
fluctuates about small positive values near zero owing to the 
sensitivity of the Lyapunov exponent to numerical accuracy. 
However, for larger perturbation strengths, single positive val
ues for \ are eventually obtained. These positive values are 
consistent with the onset of a global chaos condition in the 
return maps of Figs. 5 and 6. Fluctuations in calculated positive 
Lyapunov exponents pertain to the summation process associ-
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ated with the calculation of X. The positive Lyapunov exponents, 
dispersed points in the return maps (Figs. 5 and 6) , degeneracy 
in closed pathlines in phase spaces (Fig. 4) , and the observed 
stretching and folding of dyed minor phase clusters at high 
perturbation strengths are confirmations of chaotic behavior in 
the mixing cavity. 

Conclusions 
Three-dimensional chaotic mixing can arise in a cavity 

formed between a cylindrical surface and upper and lower disks 
when the disks are rotated periodically. Chaotic motion occurs 
first near the locations of hyperbolic points associated with the 
steady flow pathlines for the simultaneous rotations of both 
disks. A marked broadening of chaotic regions occurs as the 
angular displacement of the disks increases. The requisite angu
lar displacement for extensive chaotic mixing throughout the 
cavity is smaller for lower cavity aspect ratios. Specific condi
tions for chaotic mixing have been disclosed and methodologies 
are described that are suitable for studies of three-dimensional 
chaotic mixing in cavity flows. 
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Prediction of Compressible Flow 
Pressure Losses in 30-150 Deg 
Sharp-Cornered Bends 
This paper considers the measurement and prediction of the additional total pressure 
losses of subsonic steady air flow in sharp-cornered bends, similar to those present 
in the secondary air cooling systems of gas turbine engines. The bends examined 
ranged between 30 to 150 in 30 deg increments and were circular in cross section. 
Experimental results covering a wide speed range up to choking are presented for 
five different bend geometries. An analytical flow model provided results in fairly 
good agreement with the measurements obtained and equally compared favourably 
with the experimental findings of other researchers at low Mack numbers. The highest 
attainable upstream Much number (My) of the average upstream flow was 0.57 for 
the 30 deg bend. The maximum possible values of My represent a limiting condition 
dictated by downstream choking of the flow. The compressible flow coefficients, 
caused by the presence of the bends, can be expected to be between 10 to 20 percent 
higher than those for incompressible flow. 

1 Introduction 
In the air cooling systems of gas turbine engines, whether for 

aircraft propulsion or industrial applications, up to 20 percent of 
the core engine airflow may pass into the air system for various 
purposes including turbine blade cooling and so some account 
of the pressure losses is of importance for determining the over
all engine efficiency. 

This investigation is concerned with the determination of the 
additional total pressure losses (additional to those arising from 
wall skin friction losses of a straight duct) occurring in bends, 
both experimentally and numerically. This paper examines five 
different sharp-cornered bend geometries ranging between 30 
to 150 in 30 deg increments, as shown in Fig. 1. The work 
involved collaboration with Rolls-Royce Pic. Previous papers 
by Haidar and Dixon (1988), Haidar and Dixon (1992), and 
Haidar and Dixon (1994) reported the results of an experimen
tal, theoretical and flow visualization study covering 16 different 
tee and wye junctions. The available information on the flow 
and loss characteristics of bend components when the flow is 
well into the compressible regime is severely limited. Most of 
the published information for compressible steady air flows 
have been restricted to right angled pipe bends. Higginbotham et 
al. (1956), Ward-Smith (1964) and Srivastava (1971) reported 
experimental results for 90 deg circular pipe bends. However, 
a considerable amount of data exists for incompressible steady 
flows. Probably the most comprehensive and recognized data 
are those of ESDU (1973) and Miller (1978) obtained for bends 
with circular and rectangular cross-sections. These publications 
together with Haidar (1994) have established that the additional 
total pressure loss coefficients are independent of Reynolds 
number for Re > 10^. 

A two-dimensional representation of flow in a sharp-cornered 
bend, shown in Fig. 1, includes hypothetical regions of flow 
separation which are considered to be the major source of the 
additional total pressure losses in subsonic flows. 

2 Experimental Study 
The required test conditions were for steady flows of dry air 

up to 0.2 < My < 1.0 and Re^ a 2 X 10' and based on a duct 

Upstream leg 

^ • ^ ^ ^ ^ : ^ i 5 ^ - ^ 

"̂ --̂  ""̂^̂  \ 
^ ^ ^ N ^ \ S 

Free-Streamline — 'X \ \ N \ 3 r \ 
\ \ \^,^OV ' 
\ \ \ \ \ \ 

Separation region — ' X X \ \ \ \ 

on region 

e 
Vena contraota 

\ Main-streamlines 

Downstream l< 

Fig. 1 Flow streamlines in a sliarp-cornered bend, 0 = 30, 60, 90, 120, 
and 150 deg 

diameter of 4 cm. The bends examined were all circular in 
cross section. The angle between the main duct axis and the 
downstream duct ranged between 30 to 150 deg, in 30 deg 
increments, as illustrated in Fig. 1. Both ducts were of equal 
diameter with coplanar axes and sharp intersections. A flow 
straightener followed by an area reducing section well upstream 
of the bend ensured that the velocity profile upstream of test 
section was close to a 7"' power-law one. The instrumentation 
system used comprises of the following: a 48-port scanning 
valve, a pressure transducer, an analogue to digital converter, 
a temperature data logger, and a laptop PC. Further details 
regarding the air supply equipment manufacture, instrumenta
tion, etc., are available in Haidar and Dixon (1994). 

The upstream and downstream stagnation pressures were cal
culated from the knowledge of the corresponding static pres
sures and Mach numbers using the compressible isentropic flow 
pressure equation. The extrapolated pressure loss for one type 
of flow geometry is sketched in Fig. 2. The additional total 
pressure loss coefficient, Kun, is defined as: 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
May 13, 1994; revised manuscript received February 17, 1995. Associate Techni
cal Editor: Wing-Fai Ng. 
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Fig. 2 Extrapolated total pressure loss between legs U and D 

Fig. 3 Compressible flow pressure loss coefficient Kuo for 0 ~ 30-150 
deg (uncertainty in Kuo = ±0.05, in Mu = ±0.012) 

The experimental results reported in this paper cover bends 
with e = 30, 60, 90, 120, and 150 deg. The loss coefficients, 
Kuo, for the various flow geometries are represented as a func
tion of the upstream Mach number, Mjy > 0.2. The results are 
presented as a performance chart, as shown in Fig. 3. 

3 Loss Coefficient Theory 
The analytical model developed here for calculating the total 

pressure losses is based on the use of the free-streamline poten
tial flow theory, which was first applied to dividing flows in 

Fig. 4 Control volumes for the downstream duct 

tee-junctions, was reported in Haidar and Dixon (1988). From 
this theory the shape of the downstream duct flow is determined. 
Control volumes are then selected to divide the flow into regions 
with either converging or diverging streamlines, a strategy en
abling some simplifications to be made. Application of the mo
mentum and energy equations to the contracting control volume 
yields the contraction coefficient C at the vena contracta, as 
shown in Fig. 4 for the downstream duct. A further application 
of the same equations to the diverging control volume is then 
sufficient to allow the loss coefficient to be determined. 

Some important assumptions made are: 

(i) The flow is two-dimensional, uniform, steady, irrota-
tional, and incompressible. 

(ii) The boundary of the flow separation region is regarded 
as a streamline 

(iii) Average static pressures act along the free-streamline, 
and duct cross sections. 

(iv) The total pressure loss occurring between upstream 
and downstream duct flows is due to a sudden expansion after 
the vena contracta. 

(v) Point S, in Fig. 4, represents the stagnation point at 
which the streamline velocity vanishes. Therefore, the static 
pressure at point S can be assumed as: 

1 e' (2) 

A comprehensive computational and flow visualization 
(Schlieren) investigations have lead to further assumptions: 

(i) The velocity of the flow entering the downstream duct 
can be taken to be equal to the velocity of the flow upstream 
of the bend. 

(ii) The static pressure at point O {p„) is considered to be 
equal to pu. 

N o m e n c l a t u r e 

A = area of duct 
C = contraction coefficient at the vena 

contracta 
KuD = additional total pressure loss coef

ficient between legs U and D 
M = Mach number 
P = total pressure 

Pn = extrapolated total pressure of 
legD 

Pa = extrapolated total pressure of 
lege/ 

Q = volume flow rate 
R = gas constant 

Re = Reynolds number 
p = static pressure 
6 = downstream inlet flow angle with 

respect to the main duct axis 
6 = angle between the main duct axis 

and the downstream duct 
p = density of the fluid 

Subscripts 

C = location where the vena contracta 
occurs 

D = leg carrying the downstream flow 
R = location where the free-streamline 

reattaches to the wall 
S = stagnation point at which the main-

streamline velocity vanishes 
U = leg carrying the upstream flow 
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(iii) The average inlet flow angle, 6, varies uniformly with 
the downstream duct angle, 9, such that: 

5 = 3 i (3) 

3.1 Contraction Coefficient. Applying the momentum 
equation to the control volume OS to CrCo, as shown in Fig. 
4, in the downstream duct direction and employing Eqs. (2) 
and (3): 

Pu - Pc 
2pQ' 

(1 + C)A' C cos 
29 

(4) 

Applying the energy equation to the above control volume: 

Pu - Pc 2A^ 
(5) 

Eliminating (pu — Pc) from Eqs. (4) and (5)-yields a cubic 
relation for C: 

C + 
1 , 29 

4 cos — 
2 3 

C^ + 2C 0 (6) 

For 9 = 30, 60, 90, 120, and 150 deg, C is 0.673, 0.470, 
0.378, 0.323, and 0.288, respectively. 

3.2 Loss Coefficient. Again applying the momentum 
equation to the control volume C; - Co to R, ~ Ro, as shown 
in Fig. 4, in the downstream duct direction; 

Pc - PR 
2pQ' 

1 (7) 
(1 + C)A^ 

With energy equation applied to the above control volume 

Pc - PR 2A^ 
1 + Ka (8) 

Equating Eqs. (7) and (8) the loss coefficient Kun is derived: 

(1 -cr 
Kun — 

C' ( l + C) 
(9) 

Comparisons between the theoretical loss coefficient results, ob
tained using Eq. (9), and measurements are presented in Fig. 5. 

4 Discussion of Results 
A comparison between predictions and experimental pressure 

loss results, obtained for flows in 30-150 deg sharp-cornered 
bends, is presented in this section. 

4.1 Incompressible Flow. Incompressible flow losses 
which were determined from the knowledge of compressible 
flow measurements, at My = 0.2 and Re = 2 X 10^ are com
pared with the theory presented earlier. Figure 5 compares Eq. 
(9) with experimental data of loss coefficients, KUD, for 30 deg 
< 6 < 150 deg. It can be seen that predictions are generally in 
good agreement with experiments, especially for 60 deg s 9 
== 120 deg. Additionally, the experimental data of ESDU 
(1973) and Miller (1978) show good agreement with both pre
dicted and measured results, as shown in Fig. 5. The loss coeffi
cient measured for 9 = 150 deg can be about 20 times higher 
in value than that for 9 = 30 deg. 

4.2 Compressible Flow. Analysis of the experimental re
sults, shown in Fig. 3, confirms the expected influence of com
pressibility effects on the magnitudes of the loss coefficients at 
high values of Mach number for ^ a 30 deg. Loss coefficients, 
Kao, increase with increasing My. The highest attainable Mach 
number is 0.57 for 9 = 30°. The relative uncertainty calculations 
are based on British Standard 1042 (1987). The uncertainties 
in KuD and My are ±0.05 and ±0.012, respectively. For 9 = 

Fig. 5 Comparison between predicted, Eq. (9), and experimental pres
sure loss coefficient Kuo from various sources for 6 = 30-150 deg 

30 deg, it is evident that subsonic bend loss coefficients for 
Mu > 0.57 could not be obtained despite adequate pressure 
being available upstream. For My > 0.57, shock waves became 
present downstream of the bend and thus escalated the overall 
bend loss coefficient. The results for KUD were determined over 
the range 0.2 s My < 0.57, corresponding to 2 X 10' < Re 
< 2 X 10^ for 30 deg < e s 150 deg. At the choking limit, 
loss coefficients for 30 deg < ^ < 150 deg are shown in Fig. 
5. The loss coefficient measured for 9 = \50 deg is about 20 
times higher in value than that for 9 = 30 deg. It is evident that 
the results obtained with Eq. (9) compare reasonably well with 
those obtained at the choking limit, as shown in Fig. 5. The 
difference between predictions and experimental data is mainly 
attributed to compressibility effects and secondary flow losses, 
which are not accounted for in the present two-dimensional 
theory. 

5 Conclusions 

An analytical approach to the problem of predicting the addi
tional total pressure loss coefficients in sharp-cornered 30-150 
deg bends has been introduced. The important conclusions re
ported here are summarized as follows; 

1. Comparison between predictions, obtained with Eq. (9) , 
and measurements at low Mach number has in general yielded 
good agreement with the experimental findings of other re
searchers, obtained for bends with circular and rectangular cross 
sections. Moreover, Eq. (9), which is based on a two-dimen
sional theory, gives an acceptable prediction of the loss coeffi
cients at high values of My. The discrepancy between the results 
is mainly due to compressibility effects and secondary flow 
losses. 

2. The maximum subsonic upstream Mach number. My, of 
the flow is 0.57 for 9 = 30 deg, at a limit which is dictated by 
a combination of choking and flow separation in the down
stream duct of the bend. The compressible flow coefficients can 
be about 10 to 20 percent higher than those for incompressible 
flow. 

3. Loss coefficients KUD increase with increasing angle, 9. 
For My > 0.2, the loss coefficients for ^ = 150 deg can be 
about 20 times higher in value than those for ^ = 30 deg. 
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E R R A T A 
Journal of Fluids Engineering, September 1995, Vol. 117, pp. 498-504 
R. E. A. Amdt, C. R. Ellis, and S. Paul, "Preliminary Investigation of the Use of Air Injection 
to Mitigate Cavitation Erosion," 
In the above paper, part of the Conclusions section was omitted from the published version. 
The complete section is printed below. 

Conclusions 

This study and previous work by others indicate that water 
tunnel tests are an effective method for isolating the essential 
flow physics that contribute to cavitation erosion in hydrotur-
bines. The hydrodynamic conditions for the water tunnel tests 
were carefully chosen "bubble-cloud" cavitation (van der 
Meulen, 1983). 

Although the precise mechanism for cavitation damage is 
unclear (e.g., van Wijngaarden, 1993), it was determined that 
the damage initiates in the form of individual pits as observed 
on the soft aluminum inserts used in this study. 

Pitting rate was not directly measured, but three different 
diagnostic techniques infer that air injection can be very effec
tive in minimizing erosion. Reductions as high as 14 db in the 
modulation acceleration level were found in these tests. 

For the conditions in this study, the modulation analysis tech
nique is the most sensitive to changes in air injection implying 
a similar sensitivity to erosion rate that needs further verifica
tion. A simple analysis indicates that mean square acceleration 

and mean square pressure are related by the fourth power of 
pit diameter. If pit diameter scales directly with bubble size, 
there should be no difference in the velocity scaling for mean 
square pressure and acceleration. However, there are observed 
differences in the velocity scaling of the two quantities, im
plying a velocity scaling for pit diameter which appears to be 
consistent with previous results. 

The piezoelectric film used in these studies shows promise 
for further research. However, the very short duration of the 
pressure pulses, much shorter than the Rayleigh bubble collapse 
time, probably preclude accurate measurement of pulse height 
spectra. Total impulse can be accurately measured, lending va
lidity to using mean square measurements as a gage of cavitation 
erosion. Although trends with velocity and a were noted in the 
noise signal, the effect of cavitation on the acoustic path makes 
the monitoring of cavitation noise less effective than the other 
techniques used. 

The results reported herein must be viewed as preliminary 
until a direct correlation between pitting rate and acoustic emis
sion monitoring is achieved. 
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Theoretical and Experimental 
Study of Development of 
Two-Dimensional Steady and 
Unsteady Wakes Within Curved 
Channels 
Development of steady and periodic unsteady wake flows downstream of stationary 
and rotating cylindrical rods within a curved channel under zero longitudinal pres
sure gradient is theoretically and experimentally investigated. Wake quantities such 
as the mean velocity and turbulent fluctuations in longitudinal and lateral directions, 
as well as the turbulent shear stress, are measured. For the nondimensionalized 
velocity defect, affine profiles are observed throughout the flow regime. Based on 
these observations and using the transformed equations of motion and continuity, a 
theoretical frame work is established that generally describes the two-dimensional 
curvilinear wake flow. To confirm the theory, development of steady and periodic 
unsteady wakes in the above curved channel are experimentally investigated. The 
detailed comparison between the measurement and the theory indicates that the 
complex steady and unsteady wake flows are very well predicted. 

Introduction 
The flow through compressor and turbine blade channels of 

aero- and stationary gas turbine engines is characterized by a 
periodic unsteady wake flow through the stator and rotor cas
cades. The wake flow significantly influences the aerodynamic, 
heat transfer, and the aeroelastic behavior of the subsequent 
blades. The wake flow itself is strongly affected by the spanwise 
distributions of blade specific loading, flow coefficient, and de
gree of reaction as well as the centrifugal and Coriolis forces. 
In the past, there have been several investigations on compressor 
and turbine component performance, aerodynamics and heat 
transfer (see extensive Uterature review by Schobeiri et al., 
1994a). Investigations by Raj and Lakshminarayana (1973) 
involved studying the effects of unsteady wake and turbulence 
on the compressor blade performance. In the area of turbine 
unsteady flow, Hodson and Addison (1989) and Blair et al. 
(1988) investigated the impact of unsteady flow on turbine 
aerodynamics and heat transfer. Rotating wake generators have 
been used to simulate the unsteady flow as reported by Pfeil 
and Schroder (1981), O'Brien and Capp (1989), and several 
others (refer to Schobeiri et al., 1994a). 

Despite a large number of published reports and papers con
cerning the effect of unsteady flow and wake on various perfor
mance aspects of turbomachines, there has been considerably 
less information available on the mechanism of the steady and 
unsteady wake development within turbomachinery blade chan
nels. Accordingly, the first author initiated an unsteady flow 
research program with the following objectives: (1) to develop 
a theoretical framework that describes the two-dimensional 
steady and unsteady wake flows through curved channels; (2) 
to carry out a systematic experimental investigation with the 
objective to generate a consistent set of data necessary for fur
ther theoretical treatment; and (c) to compare the theory with 
measurements to quantitatively predict the wake flow behavior 
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within curved channel under steady and periodic unsteady flow 
conditions. 

Theoretical Framework 

For the following theoretical considerations, we assume an 
incompressible turbulent flow through a two-dimensional 
curved channel. We further assume that the velocity vector 
can be decomposed into a time independent mean and a time 
dependent turbulent fluctuation vector. Based on experimental 
results by Schobeiri et al. (1994a) and in accordance with the 
earlier investigation by Pfeil and Eifler (1975) and recently by 
Nakayama (1987), we further assume that for free turbulent 
flow, the viscosity effect can practically be neglected. Under 
these assumptions, the conservation equations of fluid mechan
ics in a coordinate invariant form are treated by transforming 
them into an orthogonal curvilinear coordinate system by using 
tensor analytical tools (for tensor analytical details see Scho
beiri, 1990 and Schobeiri et al., 1994a). 

Conservation Laws. The continuity equation in time aver
aged sense can be written as: 

[/„ + 
R 

V = 0 (1) 

The combination of continuity and momentum equations results 
in a more appropriate version of momentum equation (for de
tails, see Schobeiri et al., 1994a), which when decomposed into 
^1, 2̂ components, leads to: 

R 

R + i, 
P + V + {UV + MiJ),2 

{UV + uv) = 0 (2) 
R^ ii 
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R + ^: 
(UV + m),, + 

P 
+ V 

1 

R + ^: 
iU^-V^ + u^-v^) = 0 (3) 

Equations (2) and (3) are of practical interest for estimating 
the order of magnitude of each individual term compared to the 
others. For the special case of zero longitudinal pressure gradi
ent, presented in this paper, the changes in static pressure in 
longitudinal direction is set equal to zero. Furthermore, as the 
experimental results show, the longitudinal fluctuation velocity 
|« | is considerably smaller than the mean velocity 0. The 
lateral fluctuation velocity | u |, however, has the same order of 
magnitude as the mean lateral velocity V, while it is negligible 
compared to U. This comparison leads to the conclusion that the 
contributions of the fluctuation velocity momenta are negligibly 
small compared to the contribution of the longitudinal mean 
velocity momentum tP. 

Nondimensional Parameters. In order to solve Eqs. (1) 
and (2), we assume that from a definite distance downstream 
of the wake origin, the velocity as well as the momentum defect 
profiles are similar. This assumption implies that for arbitrary 
points located on the wake center with the longitudinal coordi
nate ^1, a corresponding length scale b = b(^i) on the lateral 
coordinate f 2 can be found to define the dimensionless variable: 

C = 6/^ (4) 
The wake velocity and momentum defects are defined as: 

u= u,- Uuu^ = m- 0] (5) 

In Eq. (5) , the time-averaged velocity and momentum defects 
are represented by tJi and C/f. Furthermore, U^ represents the 
hypothetical velocity distribution which is an extension of the 
undisturbed wake-external velocity into the wake. In the vicinity 
of the wake center, it can be approximated as: 

U„= U, >o 1 - ^ 
R 

(6) 

with Upo as the hypothetical velocity at the wake center, 2̂ = 
0. Thus, for the zero pressure gradient case presented in this 
paper, Up is a function of ^2 only. The similarity assumption, 
stated previously, requires the foUowing dimensionless wake 
velocity defect as well as the momentum defect functions. 

if, - t/,/f/|„,, ^p^ = U]IU\ (7) 

where fJi^, V]^ represent the maximum wake velocity and 
momentum defects at the wake center. 

Expressions for Wake Characteristics. Introducing the 
wake velocity defect, Eq. (7), in connection with Eq. (5) into 
continuity equation (Eq. (1)) , separating the variables and in
tegrating the resulting equation, after some rearrangement of 
terms we obtain: 

1+i^ 
RJ d^, 

,b) J '4>idt, U,„(piC, 

t'J('-^V^-» 

Equation (8) shows that the lateral velocity is determined by the 
turbulent mixing and the decay process in longitudinal direction 
characterized by the longitudinal changes of the velocity-width 
product Uinb. Experimental investigations from the past (Eifler, 
1975; and Pfeil and Eifler, 1975) and our own measurements 
show that changes of the above product can be set equal to zero 
if the longitudinal pressure gradient is approximately zero. Also, 
for the case of zero longitudinal pressure gradient, the variations 
in Upo with streamwise distance can be neglected. Since the 
lateral velocity component V is zero at the wake center, the 
integration constant in Eq. (8) must identically vanish. Imple
menting the above approximations, Eq. (8) simplifies to: 

V = -
R dh 

R + ii di, 
t/lmV'lC (9) 

With Eq. (9), the distribution of the lateral velocity component 
can be found provided the wake velocity defect function i/̂ i, 
the distribution of the wake width b = /?(^i) as well as the 
distribution of lJi„ are known. Considering the similarity as
sumptions stated previously, we choose the maximum wake 
velocity defect and the wake width as the appropriate velocity 
and length scales to define a nondimensional relationship for 
the wake velocity defect, which will be a function of (^jlb, i.e.. 

From the experimental investigations by Eifler (1975) and 
others, it was concluded that the nondimensional wake velocity 
defect (ipi) distribution in the case of a straight channel with 
zero streamwise pressure gradient follows the Gaussian distribu
tion. Investigations by Schobeiri et al. (1994a) also show that 
similar solution for ipi exists for curved channels at zero longitu
dinal pressure gradient that follows the Gaussian distribution 
presented below. 

ip, = e -? ' (10) 

Our recent experimental measurements in curved channels at 
different longitudinal pressure gradients were also found to fol
low the above distribution as well, proving validity of the simi
larity assumption in wake velocity defect profiles. 

Using the time-averaging procedure, the turbulent shear stress 
is calculated as the difference of total and partial impulses, i.e., 
UV = UV — UV. Since the expressions for the two mean veloc
ity components are known from Eqs. (5) and (9), and with the 
approximation for Up from Eq. (6), final expression for the 
nondimensional partial impulse can be written as: 

UV R db 

R + ^2 rf6 
Cvi 

Upo 

U„n R 
Vi (11) 

To determine the expression for total impulse, a step-by-step 
derivation procedure (refer to Schobeiri et al., 1994a) is carried 
out. From that procedure, the final expression for the nondimen
sional total impulse can be shown to be: 

UV R db 

Ui„ R + 6 ^6 

X ['^•^ki - 2 C w + ^ ( l + 2p))" 
'J li 

(12) 

N o m e n c l a t u r e 

b = wake width, b = {\ I2y) /_ J ([7, / r, = radius of convex wall, r, = 500 mm U, V = mean velocity components in ^1, 
U\,„)di2 R = radius of wake centerline 2̂ directions 

r = radial position of probe from the cen- u,v - time dependent fluctuation com- Cu C2 = curvilinear coordinates 
ter of the convex wall ponents in ^1, 2̂ directions 
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25.0 

Fig. 1 Test section: 1-exit duct; 2-convex wall; 3-concave wall; 4-probe; 
5-wal<e generator; 6-motor; 7-top wall; 8-safety pin; 9-rotary vernier; 10-
traversing system; 11-stepper motor; 12-locklng wtieel 

Now, the expression for Reynolds shear stress is obtained from 
the difference of total and partial impulses, i.e., Eqs. (12) and 
(11), as: 

uv R UpQ dh 
- C ^ , + ^ ( i + C') 

R db 

R + ^2 ^C. 
(13) 

The constant of integration in the above expression is a function 
of 1̂ and needs to be evaluated from the experimental results 
at ^ = 0. For the straight wake case with no streamwise pressure 
gradient, it is known from experimental results that the shear 
stress is zero at the wake center with the distribution being 
symmetric about the wake center. In that case, the constant of 
integration evaluates to be zero. But for the case of curved 
channel flow, the shear stress distribution is strongly asymmetric 
with a non-zero value at the wake center thus reflecting the 
influence of curvature. 

Experimental Research Facility 
The layout of the test section is shown in Fig. 1. The inlet 

of the curved test section has a free-stream turbulence intensity 
of 1.25 percent. For detailed information about the design de
scription and performance tests, refer to Schobeiri and Pardivala 
(1992) and Schobeiri et al. (1994a, b) . 

The wake generator consists of a series of circular rods ar
ranged circumferentially on two parallel rotating disks. A fiber
optic proximity sensor mounted close to the pulley of the wake 
generator provides a signal for monitoring the rotational speed 
of the wake generator and for external triggering of the analog 
to digital (A/D) conversion board needed for phase-averaged 
measurement. 

Instrumentation, Data Acquisition, and Analysis 
The test facility was instrumented for fully automated digital 

data acquisition. The data acquisition system is controlled by a 
personal computer that incorporates a 12-bit A/D (analog to 
digital conversion) board. The mean velocity and turbulent 
stress components are obtained using a three-channel, constant 
temperature anemometer (TSI, IFA 100) system. The hot-film 
sensors are calibrated (refer to John and Schobeiri, 1993 for 
details) frequently in a low turbulence, uniform flow, open jet 
calibrating facility. The uncertainties of the measurements for 

ĵ(mm) 

Fig. 2 Schematic velocity distribution, definitions 

the velocity components using the X-probe are estimated to be 
about 1.2 percent for longitudinal velocity and 3 percent for the 
lateral velocity components. For details about data reduction 
and analysis procedures, refer to Schobeiri et al. (1994b). 

Results and Discussion 

Steady Wake Flow Development. The wake behind a sta
tionary cylinder, with the diameter d = 2 mm located at mid 
height of the wake generating section, was measured using a 
X-hot-film probe. The wake profiles were obtained at fifteen 
angular positions (also referred to as longitudinal positions) 
from 0 = 0 to 70 deg in 5 deg intervals. Based on the results 
of theoretical and experimental investigations of wake flows 
through straight channels, it was found unnecessary to vary the 
cylinder diameter as a parameter for the wake flow through 
curved channels. The wake development in the longitudinal 
direction depends primarily upon the ratio £,i/d {x/d for straight 
wake) regardless of the separate variation of the parameters 
involved in this ratio. 

The wake center is defined as the location of maximum veloc
ity defect. The path of the wake center represents the direction 
of the curvilinear coordinate ^i at 2̂ = 0. As the wake convects 
through the channel, the trajectory of the wake center gradually 
moves towards the convex wall up to a longitudinal location 
S,i/d = 240 (9 = 33.66 deg) and from there onwards it moves 
away from the convex wall. The maximum velocity defect and 
the potential velocity are sketched in Fig. 2. 

The decay of the maximum velocity defect V\„, normalized 
by the potential velocity at the wake center [/,,o and the wake 
growth characterized by b/d are shown in Fig. 3. The solid 
lines represent a power law fit with UiJUpo, bid ~ {^xld)'". 
The experimental results suggest that the exponent fw is a func
tion of pressure gradient and curvature and may assume differ
ent values. In the present study, m can be approximated as being 
equal to —0.71 for the wake decay, U\JUpo, and 0.74 for the 

30.0 

20.0 

10.0 

0.00 400 ^̂ ,,1 50 

Fig. 3 Nondimensional maximum velocity defect and walce width as a 
function of ^i/d 
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0.40 

Fig. 4 Nondimensional mean velocity defect distribution with £i /d as 
parameter 

-3.0 -2.0 -1.0 0.0 1.0 2.0 r 

Fig. 6 iVIean iateral velocity distribution with ^i/d as parameter 

wake growth, b/d. Considering the relationships for t7i„ and 
b/d, the product Ui,„b leads to almost a constant value, which 
is a characteristic of turbulent wake flow at zero longitudinal 
pressure gradient. 

Mean Velocity Distribution. The distribution of the mean 
velocity defect function (pi = Ui/Ut,„ =f(0 for different longi
tudinal locations is shown in Fig. 4. The lateral distance 2̂ is 
nondimensionalized by the wake width b. 

Considering the asymmetric behavior of the velocity distribu
tion, the introduction of the velocity defect has resulted in a 
fully symmetric defect function. In Fig. 4, the experimental 
results (symbols) are compared with the developed theory 
(solid line). The solid lines are based on the velocity defect 
function, (pi = e~^ , which is proved to be a general representa
tion of the wake defect for curved and straight wakes. The mean 
velocity defect profiles are symmetric and almost identical to 
the straight wake. In general, it may be considered that the 
effect of curvature on mean velocity defect distribution is small. 

The distribution of the experimental and theoretical mean 
longitudinal velocity components are shown for different longi
tudinal locations in Fig. 5. As shown, the velocity distribution 
exhibits a strong asymmetric character with higher velocities at 
the positive side of ^2, corresponding to the locations closer to 
the convex wall with 2̂ = 0 as the geometric location of the 
wake center. The wake velocity defect decreases resulting in a 
continuous increase of the wake width with downstream loca
tion. The individual velocity profiles are characterized by a 
highly dissipative vortical core inside the wake region sur
rounded by external potential flow region. A comparison with 
the theory developed shows a detailed prediction of this behav
ior over the entire velocity range. The agreement between theory 
and measurements confirms the validity of the assumptions 
made. 

The distribution of the nondimensionalized lateral velocity 
component V/ Ui,n for various longitudinal locations is presented 

in Fig. 6. The experimental results reveal an asymmetric behav
ior with a minimum at C > 0, a maximum at ^ < 0 and zero 
velocity at the center with non-zero values at the edges. The 
lines represent the theoretical results for the lateral velocity 
distribution obtained from the continuity equation. Although 
the theoretical results exhibit the same tendency, they deviate 
slightly from the experimental results. The main reason for this 
deviation is that the lateral velocity component is in general 
very small compared to the longitudinal velocity component. 
Considering the transformation of the velocity components from 
the probe coordinate system into the wake eigen-coordinate 
system, the deviation is within the accuracy tolerance of the 
probe associated with inevitable scatter in the measurement. In 
this connection, it should be noted that many relevant papers 
on wakes, including the ones dealing with symmetrical wakes, 
have not reported the lateral velocity distribution probably due 
to very high scatter in experimental data. 

Reynolds Shear Stress. The experimental results (symbols) 
for Reynolds shear stress distribution at various longitudinal 
locations are presented in Fig. 7 and are compared with the 
theory (lines) developed in the previous section. As shown in 
Fig. 7, unlike the straight channel case, the curved channel shear 
stress is nonzero at the wake center because of the curvature 
effect that causes a pressure gradient in lateral direction re
sulting in a highly asymmetric distribution of shear stress pro
files. Raj and Lakshminarayana (1973) also observed nonzero 
Reynolds shear stress at the wake center. 

The Reynolds shear stress in the hypothetical potential flow 
outside the wake is not exactly equal to zero due to the turbu
lence existing in that region. Measurements at selected longitu
dinal locations without t]ie wake showed a lateral gradient of 
uv with a negative value near the concave wall and a positive 
value near the convex wall. The radial position where «v = 0 
was located between the convex wall and the mean radius of 
the channel. 
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Fig. 5 lUean longitudinal velocity distribution with (^Id as parameter 
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Fig. 7 Nondimensional Reynolds shear stress distribution with g^/d as 
parameter 
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Fig. 8 Phase averaged velocity and Reynolds stresses in stationary 
frame of reference for the periodic unsteady wake, rpm = 300 

The experimentally determined shear stress distributions 
shown in Fig. 7 are compared with the theory developed in the 
previous section. As can be seen from Fig. 7, the excellent 
agreement between the theory and the measurement over the 
entire range, particularly the precise prediction of the asymmet
ric pattern proves the validity of the assumptions made in devel
oping the theoretical framework. 

Unsteady Wake Flow Development. Measurements were 
made at five angular positions from S = 0 to 40 deg in 10 deg 
intervals. The rotational speed of the wake generator was 300 
rpm which corresponds to a Strouhal number of s = uid/Vi„ = 
0.031, a value which is within the range found in turbomachin-
ery. The experimental investigations with Strouhal numbers s 
= 0.031, 0.041, 0.051, 0.062 have shown that the effect of 
Strouhal number on turbulence characteristics, the profiles of 
mean velocity defect, normalized Reynolds normal and shear 
stress distributions is very small. 

Temporal Distribution of Velocity and Turbulence Quantities 
in Probe Coordinates and Stationary Frame of Reference. As 
a representative example. Fig. 8(a) shows the phase-averaged 
tangential velocity component (V .̂) as a function of time at 6 
= 20 deg and the radial position r — ri = 153 mm. During the 
rotational motion of the wake generator, each rod produces a 
primary and a secondary wake that, respectively, are generated 
during the up- and downward movement of the rods. The radial 
position r — r, corresponds to the location where the primary 
wakes are in the middle of the secondary wakes. These radial 
locations are selected so that they provide data with minimum 
interference between primary and secondary wakes. 

The phase-averaged distribution of Reynolds normal and 
shear stresses displayed in Figs. 8(^-rf) reveal an asymmetric 
behavior with respect to the wake center. Measurements at dif
ferent longitudinal positions have shown that the phase-aver
aged Reynolds normal stresses outside the wake increase with 
downstream location. The secondary wake has lower values of 
Reynolds normal stress by the time it reaches the probe (Figs. 
8(^, c). In fact, the magnitude of the radial component of 
Reynolds normal stress, {v]), of the secondary wake is compa
rable to the magnitude of radial component of Reynolds normal 
stress outside the wake. Similar to the wake of stationary cylin
der in the curved channel, the Reynolds shear stress distribution, 
shown in Fig. 8((i), has a pronounced asymmetric character. 
The Reynolds shear stress for primary and secondary wakes 
have opposite nature, i.e., the left side of the wake has a negative 
{v,Vv) for primary wake and positive {v^Vy) for secondary wake. 
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Fig. 9 Lateral distribution of nondimensional velocity defect for the peri
odic unsteady wake 

Conversely, opposite trends are observed for the right side of 
the wake. 

Spatial Distribution of Velocity and Turbulence Quantities 
in Curvilinear Coordinates and Relative Frame of Reference. 
The temporal development of the periodic unsteady wake is 
transformed into a curvilinear spatial coordinate system relative 
to the moving cylinder (for details, refer to Schobeiri et al., 
1994b). The results are shown in Fig. 9 for five downstream 
locations at a constant rotational speed of 300 rpm, which corre
sponds to a Strouhal number of j = 0.031. 

The lateral distributions of mean velocity defect for different 
longitudinal locations are plotted in Fig. 9. The mean velocity 
defect is normalized by its maximum value and the lateral dis
tance by the wake width b. The solid line represents the function 
(/3i,., < ,̂, = UiJUuur = e^''', where C,r = iirlb. The mean velocity 
defect profiles are symmetric and identical to the steady wake 
defect profiles. They also follow exactly the same law found 
for the steady wake which was discussed previously. This obser
vation results in a conclusion that the wake defect is frame 
indifferent, which can easily be proved mathematically. 

The lateral distributions of the experimentally obtained non-
dimensional Reynolds shear stresses at various longitudinal lo
cations are plotted in Fig. 10. To analytically predict these shear 
stress distributions, the earlier developed theory is applied to 
the relative frame of reference and plotted as lines in Fig. 10. 
A comparison with the experimental results (symbols) shows 
a detailed prediction of this behavior over the entire velocity 
range. The Reynolds shear stress distribution shows the strong 
asymmetry due to the curvature. The value of Reynolds shear 
stress is higher on the inner half of the wake than on the outer 
half. The good agreement between theory and measurements 
confirms the validity of the theory. 

Conclusions 
The development of steady and periodic unsteady wake flows 

downstream of a stationary cylinder and the cylinders of a rotat-
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Fig. 10 Lateral distribution of nondimensional Reynolds shear stress 
for the periodic unsteady wake 
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ing wake generator in a curved channel at zero longitudinal 
pressure gradient was theoretically and experimentally investi
gated. The theoretical framework generally describes the wake 
flow through two-dimensional curvilinear and straight channels 
within the absolute as well as relative frame of reference. De
tailed experimental results are presented and compared with 
the developed theory. The introduction of the velocity defect 
function and the wake width as a single length scale resulted 
in a fully symmetric distribution of the nondimensionalized 
velocity defect in absolute and also relative frame of reference. 
The detailed comparison between measurement and theory 
showed that the presented theoretical framework is capable of 
predicting the zero-pressure gradient wake flow in curved chan
nels within absolute and relative frame of reference. 
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Predictions of tlie Structure of 
Turbulent, Highly 
Underexpanded Jets 
A mathematical model capable of predicting the shock and flow structure of turbulent, 
underexpanded jets is described. The model is based on solutions of the fluid flow 
equations obtained using a second-order accurate, finite-volume integration scheme 
together with an adaptive grid algorithm. Closure of these equations is achieved 
using a k-e turbulence model coupled to the compressible dissipation rate correction 
proposed by Sarkar et al. (1991a). Extending earlier work which demonstrated the 
ability of this model to predict the structure of moderately underexpanded jets, the 
present paper compares model predictions and experimental data, reported in the 
literature, on a number of highly underexpanded releases. The results obtained dem
onstrate that the model yields reliable predictions of shock structure in the near field, 
inviscid region of such jets, while in the far field results derived using the compress
ibility corrected turbulence model are adequate for predicting mean flow properties, 
and are superior to those obtained using a standard k-e approach. 

Introduction 
Underexpanded, axisymmetric free jets are one of the sim

plest flows involving both turbulent mixing and compressibility 
effects. As well as being of interest to fundamental studies of 
the interaction of turbulence and compressibility, the ability to 
predict the detailed structure of such flows also has numerous 
practical applications. Of particular interest in the present work 
is the use of predictions of such jets in consequence and risk 
assessments of leaks of high pressure gas arising from both 
accidental and operational releases. 

The flow pattern of a jet issuing from a straight or convergent 
nozzle depends primarily on the ratio of the pressure at the 
nozzle exit to the ambient pressure. A number of types of flow 
are possible depending on this pressure ratio. For the case of 
air, and neglecting the singular case of an expanded sonic jet 
at a pressure ratio P„/Pa = 1, subsonic jets exist for pressure 
ratios less than 1. In the range PJPa = 1.0 to 1.1 a weak shock 
forms in the nozzle, whilst for pressure ratios in the range 1.1 
to 2.1 moderately underexpanded jets occur with such jets being 
characterised by the existence of a system of oblique shocks 
which form downstream of the nozzle. 

Highly underexpanded jets, the subject of the present paper, 
exist at pressure ratios above 2.1 and are characterised by the 
existence of one or more shocks that are normal to the direction 
of flow downstream of the nozzle exit. At pressure ratios PJ 
Pa > 2.1, therefore, expansion of the jet causes the pressure 
along its centre-line to become so low relative to the ambient 
value that recompression can no longer take place through the 
conical, or intersecting oblique, shocks which characterise mod
erately underexpanded jets. Instead, the required compression 
takes place through a characteristic normal shock, or Mach disk. 
Immediately downstream of this first disk the flow is subsonic, 
although since supersonic flow persists in the surrounding re
gion a slip line exists at the boundary of these two concentric 
domains. If the pressure ratio P„/Pa is sufficiently high (—4), 
then the subsonic core of the jet is quickly accelerated and 
becomes supersonic once again so that a second Mach disk 
forms. In contrast, for very high pressure ratios the first Mach 
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disk grows sufficiently in both strength and diameter to domi
nate the flow field, thereby preventing the formation of other 
normal shocks. Downstream of these normal shock structures 
the^flow then decays through a series of oblique shocks, al
though in practice the latter shocks are often distorted by large 
scale, low frequency instabilities in the flow. All of these shocks 
are embedded in a potential core which is surrounded by a 
mixing region. Radial diffusion in the latter region is however 
small, with the result that the potential core of highly underex
panded jets is extremely long relative to other free jet flows. 
Far downstream, these jets decay in the usual subsonic manner. 

A number of research groups have formulated mathematical 
models of underexpanded jets, with the most frequently used 
approach being to base predictions on a simplified system of 
parabolized transport equations, derived by neglecting stream-
wise diffusion. Examples include the models reported by Dash 
and Wolf (1983) and by Chuech et al. (1989). More recently. 
Cumber et al. (1994) described a model which derives solutions 
from elliptic versions of the fluid flow equations using a second-
order accurate, finite-volume integration scheme in conjunction 
with an adaptive grid algorithm. In general, the models referred 
to above have been shown, through comparison with a range 
of experimental data, to yield reliable predictions of moderately 
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Fig. 1 Effect of grid resolution on radial predictions of mean streamwise 
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underexpanded jets provided the influence of compressibility 
effects on turbulence dissipation is modeled. 

Some predictions of highly underexpanded jets have also 
been made. For example. Dash and Wolf (1983) simulated a 
heated, highly underexpanded jet {PJPa = 5) , and successfully 
predicted the existence of a single Mach disk downstream of 
the nozzle. Palacio et al. (1990) similarly predicted the location 
of the first and second Mach disks in a jet {PolPa = 3.57) 
studied experimentally by Donaldson and Snedeker (1971). In 
general, however, the ability of such models to predict highly 
underexpanded jets has not been thoroughly assessed through 
a systematic comparison with available experimental data. 

The present paper describes the appUcation of the model 
outlined by Cumber et al. (1994) to predicting highly underex
panded jets, and validates model predictions against appropriate 
experimental data on Mach disk diameter and stand-off distance, 
and on the velocity and concentration fields within such jets. 

Mathematical Model 
In the interest of brevity, only the essential details of the 

mathematical model employed in the present work are repro
duced below. Full details may be found in Cumber et al. (1994). 

Governing Equations. The model was based on solutions 
of the high Reynolds number versions of the fluid flow equa
tions, expressed in axisymmetric and steady state form (Jones 

Fig. 3 Predicted Mach number contours within the near field region of 
Donaldson and Snedeker's (1971) air jet (d = 13.0 mm, PolP, = 3.57, M 
= 1) 

and Whitelaw, 1982). Transport equations for the conservation 
of mass, momentum, total energy and a strictly conserved scalar 
variable (mixture fraction) were therefore solved, with density-
weighted (Favre) averaging being used as most appropriate for 
the variable density flows of interest. Closure of this set of 
equations was achieved through the use of a standard two-
equation, k-e turbulence model (Jones and Launder, 1972), with 
a gradient diffusion model for the turbulent flux of mixture 
fraction being employed in the conserved scalar equation. Mod
eling constants employed were standard values found to give 
acceptable agreement between theoretical predictions and ex
perimental data in a wide range of flows (Jones and Whitelaw, 
1982). The system of equations was augmented by the ideal 
gas law for solution. 

Although the standard k-e turbulence model has been used 
extensively for predicting incompressible flows, in compressible 
situations it is known to overpredict turbulence levels, and hence 
mixing rates, because it does not account for the effect of com
pressibility on turbulence dissipation. Predictions were therefore 
also derived using a second version of this turbulence model. 

N o m e n c l a t u r e 

a = local speed of sound 
d = nozzle diameter 

du = Mach disk diameter 
/ = mixture fraction 
k = turbulence kinetic energy 

M = Mach number [= U/a] 
P = pressure 

r = radial coordinate 
U = mean velocity 

t/„ = reference velocity [= iPa/pa)°'^] 
z = axial coordinate 

ZM = axial distance to Mach disc 
Ar = grid spacing in r direction 
Az = grid spacing in z direction 

e = dissipation rate of k 
p = density 
Subscripts 
a = ambient value 
o = nozzle exit condition 
Superscript 

= density-weighted average 

600 / Vol. 117, DECEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.0 

1.5 

1.0 

0.5 

O Measured 

--• Standard k- c nodal 

— Modified k- C model 

j!/d-1.96 

2.0 

1.5' 

l .O' 

O/ 

o/ 
i> i 

0.5' 

Q -

' ^ 

Vi 

\% 
v. , z/d-3.92 

, ^^-» , , 
0.5 1.5 2.5 0.5 1.5 2.5 

2.0 

1.5 

1.0 

0.5 

2.0 

1.5" 

1.0 

0.5 

Fig. 4 Radial values of mean streamwise velocity at four downstream stations for Donaldson and Snedeker's 
(1971) air jet (d = 13.0 mm, PJP, = 3.57, M = 1) 

modified in line with the recommendations of Sarkar et al. 
(1991a). Earlier work by the present authors (Cumber et al., 
1994) has demonstrated that results derived using this modifi
cation are capable of accurately predicting both mean and fluc
tuating quantities in moderately underexpanded jets. A fuller 
description of the compressible turbulence model used may be 
found in Cumber et a l (1994). 

Computational Procedure and Boundary Conditions. 
To compare predictions of the model with the experimental data 
considered later, solution of the axisymmetric form of six (for 
air jets) or seven (for natural gas jets) coupled partial differen
tial equations is required. Solutions were obtained using a gen
eral purpose computational fluid dynamics code (see Acknowl
edgments) in which the equation set was expressed in cylindri
cal coordinates, with the time-dependent form of these equations 
being integrated numerically by time-marching to a steady state. 
Integration was achieved using a second-order accurate, finite-
volume scheme, with discretisation of the descriptive equations 
following a conservative, control volume approach. Diffusion 
and source terms in the modelled equations were approximated 
using central differencing, while approximations to the inviscid 
(advective and pressure) fluxes were derived using a second-
order accurate variant of Godunov's method. The rate of conver
gence was increased using a diagonalised implicit scheme. In 
order to avoid the normally excessive computational cost in
volved in capturing shock structures, an adaptive finite-volume 
grid algorithm was employed. This method used a two-dimen
sional, rectangular mesh, with local adaption being achieved by 
overlaying successively refined layers of computational grid. In 
the results given later, up to five levels of grid were used. 

The boundary conditions used in all of the computations were 
as described previously (Cumber et al., 1994), with the location 
of the free boundaries having been varied in order to ensure 
that solutions were insensitive to the boundary conditions im
posed on these surfaces. Flat profiles of all dependent variables 
were prescribed at the nozzle exit for all simulations, and in 

the absence of appropriate experimental data initial turbulence 
kinetic energy levels corresponding to 5 percent of the mean 
velocity were used, with the dissipation rate specified by assum
ing a turbulence length scale of 0.05 d. The latter values are 
typical of those found in fully developed turbulent pipe flows. 
Predictions made for initially plug flows with varying levels of 
fc„ and e„, both in the present and previous (Cumber et al., 1994) 
work, did however demonstrate that results were insensitive to 
the actual nozzle exit values employed. 

The fineness of computational grid required to obtain grid 
independent solutions was examined for each of the jets studied. 
As an example, simulations of the P„IPa = 3.57 air jet studied 
by Donaldson and Snedeker (1971) required a grid spacing of 
Ar = Az = Ad/64 for essentially grid independent resolution 
of the shock structure. Figure 1 shows the sensitivity of predic
tions of the mean streamwise velocity at one downstream station 
of this jet to the grid resolution used in the computations. In 
this figure the predicted peak velocity changes by less than 2 
percent when the grid spacing is reduced from d/32 to rf/64. 
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equivalent to a numerical error of less than 1 percent in the 
d/64 results when Richardson extrapolation is used to estimate 
the exact value. 

Results and Discussion 
Measurements of Mach disk diameter and stand-off distance, 

or barrel length, in the near field of highly underexpanded air 
jets have been made by Addy (1981) and Ewan and Moodie 
(1986). The latter authors used shadowgraphy to determine 
values of du and ZM for the first Mach disk in jets issuing from 
12.7 and 25.4 mm diameter contoured nozzles, while Addy 
(1981) made similar measurements in jets from a 12.7 mm 
convergent nozzle. Data at higher pressure ratios than those 
considered by these authors are also available in the literature. 
Antsupov (1974) used a 14.6 mm diameter convergent nozzle 
to study Mach disk diameters in air jets with pressure ratios up 
to 40, whilst Crist et al. (1966) measured both Mach disk 
location and diameter in nitrogen jets from convergent nozzles 
with diameters over the range 0.7 to 3.0 mm. Figure 2 compares 
all these data with predictions of the present model in this 
mainly inviscid flow region where, as anticipated, identical re
sults were obtained using both the standard and compressibility 
corrected turbulence models. At low and very high pressure 
ratios predictions of the model are in good agreement with the 
data for stand-off distance, although the barrel length does tend 
to be slightly overpredicted over most of the pressure range 
shown in this figure with a maximum error of approximately 
10 percent. Predictions of Mach disc diameter are in excellent 
agreement with the data of Addy (1981) and Ewan and Moodie 
(1986), although at high pressure ratios significant differences 
in the data make it difficult to assess the model's accuracy. 
Overall, however, predictions of the model are in reasonable 
accord with all four data sets noted above. 

Donaldson and Snedeker (1971) made measurements of the 
mean velocity field in an air jet issuing from a 13.0 mm conver
gent nozzle with a pressure ratio of 3.57. The shock structure 
within this jet was also examined using continuous light schlie-
ren photography. Figure 3 shows predicted Mach numbers in 
the near field of this jet, where results are given in terms of 
contours of constant Mach number which range from 0.8 (at 
large r/d) to 3.4 (close to the nozzle exit) in increments of 0.2. 
Similar to experimental observations, the predicted jet has two 
Mach disks downstream of the nozzle. The characteristic fea
tures of a highly underexpanded jet are also evident. The first 
Mach disk therefore has a well defined triple point (at r/d, z/d 
= 0.3, 1.7) where the Mach disk, and intercepting and reflected 
oblique shocks terminate. The slip line downstream of this Mach 
disk (extending almost vertically upwards from the triple point) 
which separates the subsonic inner core of the jet from the 
surrounding supersonic flow is also clearly visible. Good 

agreement is obtained between measured (from schlieren photo
graphs) and predicted Mach disk locations, with observed cen
terline distances of ZM/d = 1.58 and 3.36 comparing with pre
dicted values of 1.68 and 3.33. In addition, observed Mach disk 
diameters of d^/d = 0.59 and 0.30 compare well with predicted 
values of 0.62 and 0.32. 

Figure 4 compares radial profiles of mean streamwise veloc
ity at four downstream locations within the same jet. Within 
the shock containing region of the jet, at z/d = 1.96 and 3.92, 
agreement between model predictions and experimental data is 
good, although the standard k-e model does tend to overpredict 
slightly the spreading rate of the jet. Predictions at these two 
measurement stations faithfully reproduce the existence of sub
sonic regions in the flow close to the centerline of the jet and 
just downstream of the first and second Mach disks. At the last 
two downstream locations however, where the core of the jet 
is now supersonic, predictions derived using Sarkar et al.'s 
(1991a) compressibility correction tend to underpredict the 
spreading rate of the jet, whilst those obtained using a standard 
k-e approach are in reasonable agreement with observations. 
This finding is at variance with results for the first two measure
ment stations within this jet, and also for the moderately under-
expanded jets considered by Cumber et al. (1994). Donaldson 
and Snedeker (1971) do, however, state that their velocity pro
files, obtained using Pilot and static pressure probes, were sub
ject to the influence of a flapping instability, i.e., a relatively 
low frequency lateral oscillation of the entire jet about its mean 
location. This instability was noted to be most influential down
stream of the two Mach disks, and as a consequence mean 
velocity profiles in this region were judged to be spatially as 
weU as time-averaged; causing measured mean velocity profiles 
to appear flattened within the core of the jet and spread out at 
its edges. The effect of this instability on the measurements is 
therefore consistent with earlier findings regarding the superior
ity of predictions derived using a compressibihty corrected tur
bulence model, although since the extent of the instability was 
not quantified it is not possible to simulate numerically its in
fluence on the results presented in Fig. 4. 

Thus far the present numerical model has been compared, as 
far as available data allows, with measurements in, and just 
downstream of, the shock containing region of a number of 
highly underexpanded jets. Birch et al. (1984 and 1987) have 
also obtained far field measurements of mean streamwise veloc
ity and mixture fraction (fuel mass fraction) along the centerline 
of jets of air and natural gas, making comparison in the totally 
subsonic regions of such jets possible. Figures 5 to 7 show 
model predictions and measurements of mean velocity obtained 
in air jets with pressure ratios of 3.1, 16.1, and 36.9. In aU 
three jets, predictions of the standard k-e model are seen to 
underestimate mean velocities significantly due to the overpre-
diction of turbulence production dissipating the velocity on the 
axis. In contrast, incorporation of the compressibility correction 

Fig. 7 Centerline values of mean streamwise velocity for Birch et al.'s 
(1987) PJP^ = 36.9 air jet (d = 2.7 mm, M = 1) 
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of Sarkaret al. (1991a) leads to an increase in turbulence energy 
dissipation rates which is sufficiently large to bring predictions 
in line with experimental data. Results obtained using the latter 
model do tend to overpredict velocities slightly in the near field 
of the jets and underpredict those in the far field. A progressive 
deterioration of the predictions with increasing pressure ratio 
is also apparent. However, in the near field of these jets the 
experimental techniques used were susceptible to small errors 
due to compressibility and sample volume effects (Birch et al., 
1984 and 1987), while the logarithmic scale employed as the 
ordinate of these figures does accentuate differences between 
theory and experiment. Overall, therefore, reasonable agreement 
between predictions derived using the modified k-e model and 
measurements is achieved. 

Figure 8 compares measurements and predictions of mean 
mixture fraction along the centerline of three jets of natural gas 
with pressure ratios of 3.2, 16.4, and 37.6. Again, results ob
tained using a standard k-e turbulence model are seen to over-
predict mixing rates within the jets, whereas the incorpora
tion of a compressibility correction significantly improves 
agreement with experimental data. In agreement with findings 
for mean centerline velocities in this type of jet, predictions of 
the latter model also tend to overpredict mass fractions slightly 
in the near field of the higher pressure ratio jets, with an under-
prediction of far field data being apparent in all three jets. In 
view of the considerations noted above, however, reasonable 
agreement is achieved between predictions of the modified k-e 
model and experimental observations. 

Finally, the progressive deterioration of model predictions 
with increasing pressure ratio noted in Figs. 5 to 8 may be to 
some extent due to the simplicity of the compressibility correc
tion employed, and the fact that the standard k-e approach is 
known to overpredict the spreading rate of incompressible round 
jets. Predictions for the highest pressure ratio jets were therefore 
also derived using Sarkar et al.'s (1991b) more elaborate com
pressibility corrections which explicitly allow for both com
pressible dissipation rate and pressure-dilatation terms as sinks 
in the turbulence kinetic energy budget of compressible flows. 
Unfortunately, incorporation of the latter modifications did not 
improve on the level of agreement obtained between model 
predictions and experimental data. Likewise, modification of 
the modelling constants used in the k-e model to account for 
its overestimation of the spreading rate of axisymmetric jets, 
using the suggestions of Pope (1978), was found to decrease 
significantly the level of agreement between theory and experi
ment noted in Figs. 7 and 8. Further work is required in order 
to explain these findings and the differences between model 
predictions and experimental observations in high pressure ratio 
jets, although more detailed experimental data, particularly in 
terms of radial profiles of mean and r.m.s. velocities, is needed 
before such work can proceed. 

Conclusions 

A mathematical model capable of predicting turbulent, under-
expanded jets has been described, and the model's ability to 
predict the shock and flow structure of highly underexpanded 
jets has been assessed by comparing predictions with experi
mental data available in the literature and obtained at pressure 
ratios characteristic of such flows. In the near field, inviscid 
region of these jets, model predictions were found to be in 
close agreement with experimental observations of Mach disk 
location and diameter. Further downstream, and particularly 
in the far field subsonic region of such jets where turbulence 
dominates the flow field, predictions derived using a compress
ibility corrected (Sarkar et al., 1991a) k-e turbulence model 
were found to be in reasonable agreement with data on mean 
velocity and mixture fraction, with results derived using the 
latter model being, in general, superior to those obtained using 
a standard k-e approach. 
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Calculation of Laminar 
Separated Flow in Symmetric 
Two-Dimensional Diffusers 
This study is concerned with numerical analysis of laminar separated flow in symmet
ric, two-dimensional, straight-walled diffusers. With Reynolds numbers Re = 56 and 
114 and expansion ratios ER = 3 and 4, totally, there are four cases considered. At 
the low Reynolds number and the low expansion ratio the flow in the diffuser is 
nearly symmetric to the center line, irrespective of the diffusion angle. As Reynolds 
number or expansion ratio increases, a large recirculation region forms at one side 
wall and a small one at the other side. For the case with Re = 114 and ER = 4 the 
small recirculating flow disappears at small diffusion angles and a third recirculating 
flow appear in the same side of the small main recirculation region for large diffusion 
angles. The pressure recovery reaches its peak value somewhere downstream of the 
reattachment point of the large recirculating flow. The effectiveness of the diffuser 
deteriorates as the diffusion angle increases, apart from that at Re = 56 the effective
ness increases from 9 = 15 to 30 deg. Symmetric flow solutions can be obtained by 
incorporating a symmetric relaxation method. The pressure recovery is higher for 
the symmetric flow than that for the asymmetric flow owing to the weaker recirculating 
strength in the former. 

1 Introduction 
In internal flow systems it is often necessary to decelerate 

the flow to recover static pressure by means of diffuser. The 
diffuser forms an important component in many flow devices, 
such as piping systems, wind tunnels and turbomachines. 
Though the geometry of a diffuser may look simple, the flow 
in it is complex. The working concept of a diffuser is to gradu
ally enlarge its cross-sectional area such that the flow is deceler
ated. According to the Bernoulli's principle, the static pressure 
increases. However, due to the adverse pressure gradient the 
flow may separate from the side walls. The flow separation 
causes large pressure losses and deteriorates the function of 
diffuser. 

In the past decades, a lot of efforts have been devoted to the 
turbulent flow in diffusers (see, e.g., Fox and Kline, 1962, 
Reneau et al., 1967). As for laminar flow, not much work 
was done. Most studies were concentrated on single backward-
facing steps or double backward-facing steps (i.e., symmetric 
sudden expansions). Armaly et al. (1983) employed the LDA 
to measure velocities and reattachment lengths downstream of 
a single backward-facing step. The Reynolds number was in 
the range 70 < Re < 8000, which covers the laminar, transition 
and turbulent regimes. Their results showed that the reattach
ment lengths are characterized by Reynolds number. In addition 
to the main recirculating flow downstream of the step, there 
exists a secondary vortex forming on both sides of the channel 
as the Reynolds number becomes sufficiently large. 

Durst and Pereira (1988) calculated impulsively starting 
backward-facing step flow with the step being mounted in a 
planar, two-dimensional duct. Results were presented for Reyn
olds numbers of Re = 10, 368 and 648. For the last two Reyn
olds numbers comparisons were given between experimental 
and numerical results obtained for the final steady-state flow 
conditions. It was important to note that separation regions 
occur on both walls of the step during the transitional period 
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of the flow development. Some of these regions vanish as time 
approaches infinity and, hence, the steady-state flow does not 
reflect the complex flow structure that occurs during the phase 
of the starting step flow. 

Durst et al. (1974) used the LDA to measure velocities in 
flow over a symmetric sudden expansion. At the low Reynolds 
number Re = 56 symmetric velocity profiles exist downstream 
of the expansion. As Reynolds number increases to 114 and 
252, the flow becomes asymmetric with separation regions of 
unequal size on opposite sides of the expansion. A third recircu
lation region was observed at Re = 252. Flow visualization 
showed that the flows at high Reynolds numbers are not two-
dimensional. Further increasing in Reynolds number leads to 
larger flow oscillations. 

Cherdron et al. (1978) continued the work of Durst et al. 
(1974) They described detailed velocity characteristics of the 
asymmetric flow which is formed in the ducts with symmetric 
sudden expansions. Their results indicated that the cause of 
asymmetry lies in the disturbances generated at the edges of 
the expansion and ampUfied in the shear layers. The spectral 
distributions of the velocity fluctuations are quantitatively re
lated to the dimensions of the two unequal regions of flow 
recirculation. 

In this study the recirculating flows in symmetrical, two-
dimensional, straight-walled diffusers are examined using nu
merical method. Attention is focused on laminar regime with 
Reynolds number Re = 56, 114. The expansion ratio of the 
diffuser is fixed at 3 and 4. The half diffusion angle varies from 
15 to 90 deg. 

2 Numerical Method 
The configuration of a diffuser is shown in Fig. 1. In this 

figure 9 is the half diffusion angle. For & = 90 deg the diffuser 
becomes a double-step profile. To cope with the irregular 
boundaries the governing equations for the steady, two-dimen
sional, incompressible flow in diffuser are written in curvilinear 
nonorthogonal coordinates while the Cartesian velocity compo
nents are retained (Tsui and Wang, 1994). Discretization of 
the equations is performed using the control volume technique. 
In order to alleviate numerical diffusion as encountered by the 
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Fig. 1 Configuration of a diffuser and nomanciature 

upwind difference the linear upwind difference (Price et al , 
1966) is employed for approximation to the convection terms. 
In this scheme the transported properties at the faces of each 
control volume are estimated using linear extrapolation from 
two grid points upstream of the considered face. Just like other 
high-order schemes, the linear upwind difference may produce 
unphsical oscillations in solution, i.e., the solution may not be 
bounded. However, as shown by Tsui (1991), among a number 
of high-order schemes the linear upwind difference leads to best 
compromise between the numerical diffusion and the solution 
unboundness. 

The grids used in this study are arranged in the nonstaggered 
manner, i.e., the velocity components and the pressure are 
placed at the center of each control volume. It is known that 
the nonstaggered arrangements may lead to decoupling between 
velocity and pressure and, thus, produces checkboard oscilla
tions in solution. To avoid this problem the momentum interpo
lation method of Rhie and Chow (1983) is adopted to calculate 
the velocities across the faces of control volume. Then the SIM
PLE type algorithm is adopted to tackle the coupling between 
the continuity and momentum equations. 

3 Results 
Schematic illustration of two different grid arrangements is 

shown in Fig. 2. In Fig. 2(a) the grid lines in the streamwise 
direction gradually expand from the center line to match the 
side walls of the diffuser. It is obvious that with large diffusion 
angles the skewness of the grids near the diffuser walls become 
quite large. This might affect the prediction accuracy and the 
solution stability. Thus, the second type of grid given in Fig. 
2(b) is employed for the half diffusion angles greater than 
50 deg. 

The computational domain extends to 308 downstream of the 
diffuser entrance, where S denotes the height of diffuser (see 
Fig. I ) . As will be seen below, the reattachment locations of 
the main recirculating flows will not exceed lOS in all consid
ered cases. Thus, it is expected that the numerical boundary 
conditions imposed at the outlet will not affect the flow in the 
region near the diffuser. 

In this study two Reynolds numbers, Re = 56 and 114, and 
two expansion ratios, ER = 3 and 4, are considered. Following 

Durst et al. (1974), the Reynolds number is defined as Re = 
U,W,/v, where U, is the maximum velocity in the channel up
stream of the diffuser and Wt is the height of the upstream 
channel (see Fig. 1). The expansion ratio is defined as ER = 
W2/IV1, where W2 is the height of the downstream channel (see 
Fig. 1). The inlet velocity is assumed to be fully developed 
and, at the outlet, the zero gradient conditions are imposed. The 
half diffusion angle 6 varies in the range 15 < 5 < 90 deg. 

The grid refinement tests are undertaken for a flow over a 
sudden expansion (6* = 90 deg) with Re = 114 and ER = 3. 
Four kinds of grid have been used to examine the sensitivity 
of the solution to the grid spacing: 80 X 40, 100 X 60, 130 X 
80 and 160 X 100 (Tsui and Wang, 1994). The resulted solu
tions are in good agreement to each other. Thus, the 100 X 60 
grid is adopted in the following calculations for ER = 3. Since 
the computational dimension in each direction is enlarged by 
about 30% for cases with expansion ratio ER = 4, the numbers 
of mesh node are increased to 130 X 80. 

To validate the solution method comparison between the pre
dictions with the measurements of Durst et al. (1974) is made. 
In the experiments of Durst et al. the flow over a sudden expan
sion with ER = 3 was examined. At Re = 56 the predictions 
have good agreement with the experimental data (Tsui and 
Wang, 1994). For Re = 114, it is seen from Fig. 3 that the 
agreement between the two studies is less satisfactory and the 
degree of flow asymmetry is less significant in the predictions. 
It is believed that the cause of discrepancy is mainly due to the 
three-dimensional flow effects in the regions of recirculation. 
As shown by Durst et al., the apparent mass flow rate varies 
along the duct downstream of the expansion until the flow re
turns to become fully developed. The greatest disagreement, 
which occurs atX/S = 5.0, could be as high as 20 percent. The 
end-view photographs taken by them supports this fact that 
complex three-dimensional flow patterns prevail in the separa
tion regions. 

As mentioned above, two Reynolds numbers and two expan
sion ratios are examined. Totally, there are four cases consid
ered: 

Case I Re = 56, ER = 3 
Case II Re = 56, ER = 4 

Casein Re = 114, ER = 3 
Case IV Re = 114, ER = 4 

V \ i-t-
\ \ \ \ \ 

u Us 

: 
~ 0 . 9 0 -

0 . 7 0 -

. 
-
. 

0 . 5 0 ^ 

0 . 3 0 -
-
-

0. ^0i 

-

- 1 . 

0 

0 . 
0 / 

0 / 

0 / A 
0 / 

" / ^ 1 
0 / 1 

0 / *a / 

0 / * ^ / y 
/ * }^ 

' / " / # 
1 */y* f 

>A// / 

\ * / 

00 - 0 

*<.̂  / 
>*/-. 

/„ /" 
/ 

I •!• 
1 
' 

/ 
/ . / 

t^ 

50 

7 \ 
/ \^ 

" °i \ '̂  

' °l \ \ ° 

°l A \° \j \ \ 
^r\ \ \ ° 
* * l ft \ \ \ 

/ I \ * \ \ , \ 
.t^-^-^^-V '̂TjVLK 

T^> \ M v 
1 \ * \ 
/ * \ A 

0 V 
0 \ 

0 

0.00 

EXP 
0 0 0 0 X / S - 0 , 2 5 
A ^ ^ A 2 .5 
c 0 6 0 5.0 
ft * ft ft 10 

* * 0 • 25 

PREDICTION 

\ ^ 
\ ^^ \ ^? 

i \ \ , ^ ^ 

W * j^ 

\ x ^ * x ^ 
o-feep ^° 1. 

( a ) ( b ) 

Fig. 2 Scfiematic iliustration of two grid arrangements 

00 

Y, 
W2 

Fig. 3 Comparison between predictions and measurements for 
Re = 114 

Journal of Fluids Engineering DECEMBER 1995, Vol. 117 / 613 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Most half diffusion angles are fixed at 6* = 15, 22, 30, 45, 60, 
75, and 90 deg. The streamlines for 0 = 15 and 75 deg are 
depicted in Fig. 4. At the low Re and the low ER the flow 
attaches to the side walls and the flow is nearly symmetric to 
the center line for ^ = 15 deg. As ER increases to 4, a small 
recirculation region near the diffuser exit can be seen. At the 
high Re large recirculating flows on both sides can easily be 
identified for ER = 3. As for ER = 4, the high Re flow leads 
to a very large flow recirculation on one side wall and the flow 
attaches to the wall on the other side. At the large diffusion 
angle 6 = 15 deg the flow always separates at the diffusion 
entrance on both walls. At Re = 56 and ER = 3 the sizes of 
the two recirculation regions are nearly identical and the flow 
remains nearly symmetric. For the other cases a small recircula
tion region is formed on one side and a large one is formed on 
the other side. It is interesting to note that a secondary eddy 
can be found on the lower wall opposite to the tail of the large 
eddy on the upper wall in case IV. 

The origin of the asymmetry is related to the instability of 
the shear layers formed by the flow separation. The instability 
originates from small perturbations embedded in the shear lay
ers, being amplified to form wavy flow pattern and, then, vortex
like structure. Sato (1959) observed that velocity fluctuates in 
the vicinity of the shear layers near a nozzle exit in two-dimen
sional jet flow. Photographs of jet emerging from a sharp-edged 
slit and from an orifice taken by Beavers and Wilson (1970) 
revealed vortex shedding from the jet exit plane. Other measure
ments made in the shear layer formed by a laminar boundary 
layer separating from a single step also showed similar flow 
oscillation (Sato, 1956, Browand, 1966). The flow characteris
tics is complicated in the present study because of the confine
ment of the ducts following the diffusers. Due to the small 
dimensions of the ducts the two layers adjacent to the two 
recirculating flows are interdependent. The interaction between 
the two layers results in alternating shedding of vortices and, 
thus, flow asymmetry. This phenomenon has been examined in 
detail by Cherdron et al. (1978) in the flow over a double step. 

In numerical calculations there are two sources to generate 
asymmetric disturbance. One is the rounding error and the other 
is the relaxation method used during iteration. The TDM A (tri-
diagonal matrix algorithm) has been incorporated as basic solver 
on each vertical grid line and relaxation is conducted to sweep 
from the inlet plane to the exit plane. This arrangement leads 
to symmetric flow solution. This result is not unexpected when 
it is understood that the TDMA is a direct solver on a line and, 
thus, it is a symmetric solver. The result of symmetric flow 
implies that the rounding error does not play any role in produc
ing flow asymmetry in this study. The TDMA has been applied 

case IV 
(a) (b) 

Fig. 4 Flow streamlines for (a) 0 = 15 deg and (b) 0 = 75 deg 
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Fig. 5 Separation and reattachment lengths for (a) case I, (6) case 11, 
(c) case lil, and (d) case IV 

to each horizontal line. In this way asymmetric results are ob
tained. In one case the horizontal line relaxation sweeps from 
the bottom to the top wall and in another case from the top to 
the bottom wall. When the sweep direction changes, the flow 
structure is reversed, i.e. the location of the large recirculating 
flow changes from one side to the other side. The results shown 
in Fig. 4 are obtained by using the Stone's SIP (Stone, 1968). 
The SIP method is an asymmetric solver because two additional 
points are involved in the computational molecule during the 
LU decomposition. In the solutions of all cases considered the 
large eddy is always located at the upper wall side, as plotted 
in Fig. 4. An only exception is the case with S = 90 deg of 
case IV. In this case the location of the large eddy is on the 
lower wall side. 

The flow separation lengths and reattachment lengths for the 
four cases are exhibited in Figs. 5. The corresponding nomencla
ture is referred to in Fig. 1. The size of the recirculating eddy is 
just the difference between the reattachment and the separation 
lengths. For case I the results just reflect the fact that the flow 
is nearly symmetric. The flow is unseparated for 5 = 15 deg 
and separated at a certain distance downstream of the diffuser 
inlet for 6 = 22 deg. For # a 30 deg the flow separation point 
is close to the diffuser inlet and the eddy size is around 4S. The 
upper eddy is slightly larger than the lower one as 5 > 60 deg. 
For case II the eddy size increases from 4S at ^ = 30 deg to 
6S at 6 -— 90 deg. However, the flow becomes asymmetric for 
0 a 60 deg and the smaO eddy size is about 3S. It is interesting 
to note that the mean size of these two eddies stays in the range 
of 4 ~ 4.5S. It is noted that the diffuser height S is proportional 
to the expansion ratio. 

Comparing cases III and IV with cases I and II, respectively, 
indicates that the size of the recirculating flow is greatly en
larged by increasing Reynolds number. For cases III and IV 
both the upper eddy and the lower eddy remain nearly at con
stant sizes when the diffuser angle becomes sufficiently large. 
The upper eddy size is around 9S in both cases whereas the 
lower eddy size is about 3.5S in case III and 3S in case IV. 
The size of the secondary eddy downstream of the smaller main 
eddy in case IV is smaller than 3.5S. 

The distributions of pressure coefficient along the x coordi
nate for cases I and IV are illustrated in Fig. 6. The pressure 
coefficient Cp is defined as 
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Fig. 6 Variation of Cp against diffusion angle for (a) case I and (b) 
case IV 

where the subscript 1 denotes the diffuser inlet, A is the cross-
sectional area, and «i the mean velocity across the inlet. It is 
seen that the pressure increases quickly in the diffuser and 
reaches its peak value somewhere downstream of the reattach
ment point of the large eddy. Afterwards, the pressure gradually 
decreases and approaches a linear relation with x. This is be
cause of the fact that the flow returns to become fully developed 
after it recovers from separation. For fully developed flow the 
pressure drop, caused by frictional effects, is inversely propor
tional to Reynolds number. Hence, the slope for Re = 114 is 
lower than that for Re = 56. It can also be observed that the 
pressure curves exhibit a wavy pattern in the recovery region 
for case IV. Examination of the reattachment lengths of the 
smaller eddies reveals that this phenomenon is caused by the 
appearance of these small eddies. 

In view of the Cp distributions it can be seen that the maxi
mum pressure recovery occurs at around x = 6S and 12S for 
Re = 56 and 114, respectively. The pressure coefficients at 
these locations are denoted as recovery coefficient CPR and are 
presented in Fig. 7 for all the cases. At Re = 56 the pressure 
recovers more effectively for 0 < 45 deg as the expansion ratio 
is increased from 3 (case I) to 4 (case II). When the diffusion 
angle is enlarged, the pressure recovery coefficient of case II 
becomes lower than that of case I due to appearance of the 
large recirculating eddy in case II. As for high Re cases the 
case IV always possesses lower pressure recovery than the case 
III. An interesting phenomenon noticed is that contrary to the 
high Reynolds number cases the maximum pressure recovery 
does not occur at the lowest diffusion angle in cases I and II. 
The coefficient Cp^ increases with diffusion angle to a peak 
value at about 8 — 30 deg, and then decreases. This result can 
be viewed in Fig. 6(a) as well. Similar observations can also 
be found in turbulent flow (Reneau et al., 1967). 

The above results clearly demonstrate that for sufficiently 
large Reynolds number and expansion ratio the flow is stable 
only in the form of asymmetry. As described previously, sym
metric solution can be obtained by using the vertical line relax
ation. Another way to generate symmetric solution is to solve 
for half of the duct and to impose symmetry boundary condi
tions at the mid-plane. The reattachment lengths and recovery 
coefficients C™ for the symmetric flows corresponding to case 
IV are sketched in Figs. 5{d) and 7, respectively. The eddy 
lengths of the symmetric flow are slightly smaller than the 
lengths of the large eddies of the asymmetric flow. Intuition 
tells that the pressure recovery will become worse because of 
appearance of two large recirculation regions instead of one 

large and one small eddy in the asymmetric flows. Actually, 
the eddy strength of the symmetric flow is much weaker. As 
an example, consider the case of 6 = 75 deg. The height of 
the symmetric eddy gradually decreases from the diffuser inlet 
whereas, as seen from the streamlines shown in Fig. 4, the height 
of the large eddy in the asymmetric flow gradually enlarges till 
the mid-station of the recirculation region. As a consequence, 
the flow passage in the symmetric flow is wider than that in 
the asymmetric flow. Therefore, the pressure recovery is higher 
in the former, as can be seen in Fig. 7. 

4 Conclusions 

A numerical method incorporating nonorthogonal, nonstag-
gered grids has been successfully applied to calculate laminar 
flow in two-dimensional, symmetric diffusers. Some conclu
sions can be summarized in the following: 

(1) Symmetric and asymmetric solutions are possible, de
pending on whether the iterative solver is symmetric or not. 
The flow structure of the asymmetric solution can be reversed 
by changing the sweep direction of the solver. 

(2) Comparison with measurements indicates that good 
predictions can be obtained for Re = 56. But the agreement 
deteriorates at Re = 114. The cause of poor predictions at the 
high Reynolds number lies in that the real flow in the experi
ments is three-dimensional in the recirculation region. 

(3) At low Reynolds number (Re = 56) and low expansion 
ratio (ER = 3) the flow is almost symmetric to the center line. 
However, as Re increases to 114 or ER increases to 4, the flow 
becomes asymmetric when the diffusion angle is large enough, 
i.e., a large recirculation forms at one side wall and a small one 
at the other side. For the extreme case (Re = 114, ER = 4) 
with small diffusion angles the flow attaches to one side wall 
while the large recirculation at the other side retains its size 
as in the large angle cases. Another interesting phenomenon 
observed is that a secondary eddy can be seen in the same side 
of the small recirculation region and is located near the end of 
the large recirculation region in case IV. 

(4) Roughly, the size of the recirculation region is scaled 
by the expansion ratio. At sufficiently large diffusion angles the 
mean eddy size is around 4 ~ 4.5S for the small Reynolds 
number cases. At high Reynolds number the size of the large 
eddies is about 9S and that of the small ones is about 3 ~ 3.5S. 

(5) The static pressure is recovered in the diffuser. It 
reaches a peak value somewhere downstream of the reattach
ment point of the large recirculating flow. Due to appearance 
of the small recirculating flow the pressure recovery exhibits 
wavy form. 

(6) Generally, the performance of pressure recovery deteri
orates as the diffusion angle increases. A particular exception 
is that at low Reynolds number (Re = 56) the pressure recovery 
increases from ^ = 15 to 30 deg, 

(7) The eddy length of the symmetric solution is close to 
the length of the large recirculation region in the asymmetric 
solution. The pressure recovery effectiveness is higher in the 
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former due to its much weaker eddy strength than the strength 
of the large eddy in the latter. 
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Mass Flow and Thrust 
Performance of Nozzles 
With Mixed and Unmixed 
Nonuniform Flow 
The calculated thrust and mass flow rate of a nozzle depend on the uniformity of the 
entering flow. The one-dimensional flow equations are extended to arrive at analytic 
expressions for the predicted performance of a nozzle processing two streams whose 
properties are determined ahead of the throat. The analysis approach forms the basis 
for the understanding of flows which have more complex distributions of total pressure 
and temperature. The uncertainty associated with mixing is examined by the consider
ation of the two limiting cases: compound flow with no mixing and completely mixed 
flow. Nozzle discharge and velocity coefficients accounting for non-uniformity are 
derived. The methodology can be extended to experimentally measured variations of 
flow properties so that proper geometric design variables may be obtained. 

Introduction 

In many practical applications, the total pressure and tempera
ture of the flow through a nozzle may be such that the assump
tion of uniform, one-dimensional flow is invalid (Gates and 
Presz, 1979). This may be encountered in the use of a single 
nozzle to expand flows from two sources such as the fan and 
core of a turbofan aircraft propulsion engine, in flows involving 
non-adiabatic processes (such as chemical reactions, e.g., in an 
afterburner with zonal burning), or in flows with wakes. Even a 
so-called uniform flow will necessarily involve boundary layers 
which are regions of reduced total pressure and perhaps with 
altered total temperature, depending on any heat transfer in
volved. Thus a truly one-dimensional nozzle flow is, in fact, 
difficult to realize in practice. Yet, adiabatic and reversible flow 
assumptions are readily made to yield simple equations for the 
mass flow rate and the exit velocity from a nozzle. For accurate 
performance prediction, these relations must be modified to 
account for non-uniformities when these are significant. As an 
example for the motivation of this work, the accurate determina
tion of nozzle thrust in model testing and projection to full scale 
is critical to thrust/drag accounting and the related problem of 
performance guarantee specification for aircraft (Gillette et al., 
1975; Tegeler et al., 1975; and Kimzey et al., 1985). 

The following is an examination of the effect of flow unifor
mity on the performance of a single throat nozzle as a thrust 
production and mass flow rate controlling device, by consider
ing the situation where the flow consists of two portions of 
different total pressures and temperatures. This is the simplest 
model useful to obtain the results sought since non-uniformity 
profiles can be infinitely variable. The underlying motivation is 
an understanding of the inherent accuracy of the performance 
prediction. The point of departure for this study is the 1-D 
nozzle flow description developed in standard textbooks. Al
though one can speak of the flow at the throat as having specific 
total properties, the usual practical approach is to measure total 
pressure and temperature ahead of the throat in a flow region 
where the local Mach number is sufficiently low so that the 
inherent uncertainty in the measured values is small. The de-
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scription required for a general non-uniform nozzle flow with 
reversible and adiabatic flow for each of a number of stream-
tubes flowing parallel to one another and sharing the local static 
pressure is given by Bernstein et al. (1967) and developed 
further by Decher (1978,1994). A criterion for choking through 
the "compound flow indicator" is identified in Bernstein et al. 
The important role of the local static pressure (rather than the 
Mach number of the uniform flow) is developed as the proper 
flow description parameter. The complexity of the governing 
equations is such that it is normally difficult to draw useful 
conclusions except through their implementation on a computer. 

The objective of this work is to develop a sufficiently simple 
situation to show: First, how does a nonuniform flow differ 
from a uniform one? What parameters characterize the nonuni-
formity and what is the coupling between total pressure and 
temperature nonuniformities as it affects nozzle predicted per
formance? Second, since the measurements of total pressure 
and temperature are almost always made ahead of the throat, 
what is the change in predicted performance associated with 
mixing that might or might not take place between the measure
ment location and the throat? To answer these questions, general 
descriptive relationships of a non-uniform flow are derived. 
These are linearized for a flow with a small degree of total 
pressure non-uniformity. Performance increments associated 
with the non-uniformity as a departure from uniform flow are 
developed for 1. unmixed flow and 2. fully mixed flow, to 
illustrate the performance consequences of mixing. Figure 1 
shows schematically the results sought: differences of type A 
between unmixed and uniform flow, type B for mixed and uni
form flow, and C to show the difference between mixed and 
unmixed non-uniform flows. 

Generally, the accurate determination of total mass flow rate 
through the nozzle and its momentum are the performance mea
sures of greatest interest. These quantities are represented non-
dimensionally by the discharge coefficient (C,i = actual divided 
by ideal mass flow rates) and the velocity coefficient (C„ = jet 
momentum divided by the product of ideal velocity and actual 
mass flow rate). In addition to the expressions for Cj and C„, the 
results of interest include expressions for appropriate averages 
useful for the 1-D relations and a criterion for choking. The 
analytic expressions are readily evaluated as corrections to 1-
D results, especially if the corrections are small, as they often 
are. Under these circumstances, linearization of the resulting 

Journal of Fluids Engineering DECEMBER 1995, Vol. 1 1 7 / 6 1 7 

Copyright © 1995 by ASMECopyright © 1995 by ASME
Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Two Stream 
value • • £ o).E 

1 -D uniform level 

Fig. 1 Predicted performance levels and differences for mixed and un
mixed nonuniform flows as tliese differ from uniform flow 

equations is justified and the relationship to uniform flow be
comes clear. For this purpose, one of the two flows is used 
as a reference to measure the departure from uniformity. The 
deviation between uniform and nonuniform flow results may 
be viewed as the prediction error made a'ssuming a uniform 
flow, when in fact, the flow is nonuniform. 

The practical situations which might be examined include the 
following: 1. A fixed geometry nozzle processes a mass flow 
which is affected by its nonuniformity. For this nozzle and flow 
one might be interested in determining the Q associated with 
the non-uniformity. 2. A known mass flow rate of non-uniform 
flow is processed and the goal is to find the proper flow area 
which must be provided. 3. When the proper throat size is used 
and a known mass flow rate is provided, what is the effect 
of the non-uniformity on thrust (or equivalently, momentum) 
performance? This is equivalent to identifying C„, associated 
with the non-uniformity. The results are always written so that 
well understood limiting cases can be easily examined as a 
check for consistency with known results. The algebraic com
plexity of the results displayed in this paper may be daunting, 
but is unfortunately unavoidable. Extension of the approach to 
a multiplicity of streamtubes and non-uniform properties such 
as 7 and R is not considered here, although inclusion of such 
effects can be readily incorporated into a machine computation 
(Decher 1994). 

Compound Flow 
A flow may be assumed quasi-one-dimensional when it may 

be said that streamtubes with differing stagnation properties 
proceed through a duct in such a way as to share a common 
static pressure (Bernstein et al., 1967). This is the case when 
the streamtube curvature is small. The static pressure is the link 
between the two flows which makes it the key parameter in 
describing the flow. By contrast, the Mach number is commonly 
used to describe uniform 1-D flows. 

rrxTi Jet(s) 

Fig. 2 Schematic of a two stream nozzle. Tiie primary stream serves 
as a reference. 

Consider the flow of two streams with different total tempera
tures and pressures coming into contact in the low Mach number 
section of a duct and exiting a common nozzle. Fig. 2. The flow 
plane where the streams come in contact is the nozzle charging 
station and * is used for conditions at the throat. The nozzle is 
assumed properly expanded so that for an unchoked flow, the 
diverging portion shown in Fig. 2 is absent. Thus the exit static 
pressure p^ equals the ambient pressure, po. 

At any station in this nozzle, the two flows are described as 
a primary flow (1) and a secondary flow (2). For convenience, 
the stagnation conditions of the primary flow are used as refer
ence. Thus T,i, p,i, and mi are used to form nondimensional 
parameters which characterize similar quantities in the other 
flow: 

T,2 = TT,I WJ2 = am[ (1) Pn = Trpn; 
Since the static pressure is shared by the two flows, an expres
sion for the total mass flow rate is written in terms of the 
static pressure as a measure of location along the nozzle. A 
particularly convenient indicator for this pressure is an entropy
like parameter defined by 

The use of this quantity minimizes the algebraic complexity of 
the expressions to be derived. The Mach number Mi is that in 
the reference streamtube. The best nondimensional measure of 
velocity in the streamtube ;', =1 or 2, is the ratio of the actual 
velocity to the value reached by the primary stream upon expan
sion to zero pressure: 

V, 
Ui Ui 

2y 
(3) 

y 
RTn 

The energy equations (constant total enthalpy along each 
streamtube) relate the static temperatures to the velocities as 

1 
Ti 
^ = 1 + 

1 
M? (4) 

N o m e n c l a t u r e 

A = flow area 
b = collection of stagnation proper

ties, = 42yl{y - \)pnl{RT7x 
Cii = discharge coefficient based on 

primary reference conditions 
Cj, = specific heat at constant pressure 
C„ = velocity coefficient based on pri

mary reference conditions 
rfi = mass flow rate 
M = Mach number 

, p, = static and total pressure 
R = ideal gas constant 
u = flow velocity 
V = velocity nondimensionalized by 

reference enthalpy, 
u/^(2y/y - \)RTn 

s = static pressure parameter, 
(p/pnY'''"' 

T, T, = static and total temperature 
Wf! = temperature corrected mass flow 

fraction of the secondary flow, 
fr) 

a = stream mass flow rate ratio, 
m2lrni 

$ = total temperature nonuniformity 
parameter, (1 -I- airYl 
(1 + a){\ + ar) 

y = specific heat ratio 
w = total pressure uniformity parame

ter, pjp,i 
n = Total pressure loss factor in 

mixed flow 

a = modified total pressure uniformity 
parameter, ipalpn)'-'^'^^'^ 

T = total temperature uniformity param
eter, TJTn 

tj/i = mass flow function, 1 + 
1/7([1/Ml,.] - 1) 

Subscripts 
1 = primary 
2 = secondary 
e = nozzle exit 
i = 1, 2, or m 

m = mixed 
t = total 

u = uniform 
* = throat 
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where TI = 1 and T2 = r from the notation definition in Fig. 
2. Since the flow in each tube is isentropic, the velocities in the 
two flows are related to the pressure through 

V, = Vl - « and V, = -/^ J l - (5) 

Here a = (p^/pnY''''^''' = (TT)''>'"'"^ is defined to characterize 
the total pressure non-uniformity (TT =t= 1). The static and stag
nation states for the two flows are related to the local Mach 
numbers. Thus with Eq. (4) one can write the Mach numbers 
at any station where the pressure is given by s as 

M 2 _ 1 - s 

1 y - 1 
(6) 

Thus when cr < I (p,2 < p,i), it follows that Mj < Mi. 
The mass flow rates are given in terms of the local static 

pressure by the mass conservation relation 

m, 
P_ Po \ 2y ^ ^ V , A , 

Tu T, 

V, 

V? 
(7) 

where the constant bis a characteristic pu for the primary flow 
defined by the group of variable in the square bracket. 

The total mass flow rate for the two flows can be written in 
terms of s and the velocities as 

m = bs'' "iH 1 - V? 

, ^ 2 (^)}= mi(l + a) (8) 

The mass flow rate ratio, a, is defined here and with Eq. (7) , 
is given by: 

ma 

nil 

A, 

A, 

1 - V-

V, 
(9) 

since the static pressure is the same for the two streams. This 
equation can be used to calculate the streamtube area ratio A2/ 
A, implicit in Eq. (9). By eliminating the area ratio, the total 
mass flow rate can be written in terms of only the pressure, s, 
as 

m = Ms"<^^"\/r 

1 + a 

1 + a\T i rnz] 
a^jl - s/aj 

(10) 

(uniform) = 2 / (7 + 1). For nonuniform flow, the more general 
expression for s* is found by a null differentiation of Eq. (10) 
with respect to s. The resulting expression is 

1 

2 ( 1 - * * ) 

1 

1 

+ 

+ 

i 
a^ 

1 

^1 

- s*/a\ 
- s* ) 

air 
— s*la 

1/2 

V" 
(11) 

\ 1 - 5 * / 

This relation for s* as a function of a, T, and TT (i.e., a) is seen 
to be algebraically implicit and simplifies if the pressure non-
uniformity term a is close to 1. 

Nearly Uniform Two Stream Flow. Restriction to this 
situation allows an overview of a number of instructive results. 
From the definition of IT (Eq. (5)) , it follows that for a small 
difference in total pressure for the two streams: 

y - 1 
a « 1 +-!- (TT - 1); 11 « 1 

The stream velocity ratio, when linearized, reads 

a j l ^ « l + ^ ( . - l ) 
1 - s 

(12) 

(13) 

where i/> is a primary flow Mach number function defined in 
the Nomenclature section. This function arises in connection 
with expressions for the mass flow rate and is &!. Expanding 
Eq. (11) gives the choked throat static pressure: 

S* ss 
7 -V 1 

7 -I- 1 

1 -f-
aVT 7 — 1 

1 + air J 
{TT - 1 ) 

\ + Wii ( T T - 1 ) (14) 

Here, and in the work ahead, the frequent appearance of the 
secondary flow temperature corrected mass fraction, w^ (see 
Nomenclature), justifies the short-hand definition. 

The Mach numbers in the choked flow throat may be deter
mined using Eqs. (6) and (14). The flow with larger total 
pressure will be supersonic while the other is subsonic: 

( M ^ ) ^ ( M ^ ) ' 1 r + i , 
\ - WK (TT 

1) 

and 1 -f- (1 
7 + 1 

W,)^ ( T T - l ) (15 ) 

A = A| + A2 is the available flow area. This expression is valid 
for any value of the total temperature uniformity, r , and total 
pressure non-uniformity as characterized by a. AH non-unifor
mity effects are incorporated in the term in brackets. The bracket 
term reduces to the unity when there is only one flow (a = 0) 
or the flow is uniform, TT = r = 1. The quantity in square 
brackets appears frequently in the work to follow and may be 
interpreted as a stream velocity ratio. 

Choking. A flow is said to be choked when the flow condi
tions through the nozzle become independent of downstream 
conditions, i.e., when the mass flow rate is maximized for the 
given upstream conditions. Equation (10) for a uniform flow, 
expressed in terms of M, can be differentiated with respect to 
M and set equal to zero to determine the maximum mass flow 
rate. Corresponding to the resulting Af = 1, a uniform flow 
reaches a static pressure given in terms of s by (see Eq. 2) s* 

Note the role of the weighting factor, w^. For the determination 
of mass flow rate, one is normally interested in the relation 
between the upstream conditions and the pressure at the throat. 
The (linearized, small (TT — 1), see Eq. (12)) expression for 
the mass flow rate (Eq. (10)) for the unchoked and choked 
cases is: 

1 + a 
« M*"<^~'>A/r^ 

1 + mr, 

X ( l + ^ , . w « ( 7 r - D ) (16) 

Here A is the flow area and i/f,. is evaluated at Mi., the Mach 
number reached by the primary flow on expansion to the throat 
pressure given by s* = (p*/p,ty^"^. When Mi. = 1 (to first 
order), this flow with a small total pressure variation is choked 
and the expression yields the expected result for choked flow 
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with an effective value of the total temperature related to the 
fraction in square brackets. If the variation in p, is absent (TT = 
1), only the effective total temperature term changes the result 
from that for a uniform, 1-D flow expression. These results are 
consistent with the work of Bernstein et a l , 1967. 

These results may be summarized in non-dimensional form 
to give the ratio of mass flow rate for a two part non-uniform 
flow ratioed to the mass flow which would be obtained through 
the same flow area if it were uniform with the properties of the 
flow portion used as a reference, (1 in this case). This ratio is 
a discharge coefficient based on the reference (primary) flow 
conditions, Q : 

Primary. i 
Mixed Flow 

| (1+«) tm tm 1 

i " 
Fig. 3 Schematic of a complete, constant pressure mixer. Values of the 
variables noted are given for each flow. A, and A2 are the flow areas of 
the incoming flows while Am applies to the exit flow. 

Q 
\rh (2 stream) 

[ m (uniform) 

1 + a 

1 + a 

1 -1- a^r 

X {1 + iA,.w«( 

Fixed area 

- s* 

s*/cr 

TT - 1 ) 

(17) 

This value of C^ identifies the change in mass flow rate pro
cessing capability relative to a uniform flow as the flow becomes 
more non-uniform. The choice of the primary flow as a refer
ence allows it to be eUminated when a similar Cj is developed 
for the nozzle with complete mixing prior to the throat. The 
last expression in Eq. (17) is the linearized result for a small 
TT - 1, but arbitrary T ratio. 

Jet Momentum and Thrust. With the mass flow rate 
known and held constant as flow properties are varied, the thrust 
may be investigated by calculation of the momentum per unit 
mass flow rate. For a properly expanded flow, the mass average 
velocity of the exiting stream is desired. This depends on total 
quantities and on the local static pressure. The exit pressure 
(^i,e) is such that the primary flow reaches Mi,,,. The velocities 
Vi and V2 are computed from Eq. (5) , from which the mass 
flow weighted velocity is a velocity coefficient relative to the 
primary flow conditions, C„ (2 stream): 

C„ (2 stream) = — = 
V, ( l + a ) V , 

1 + mr 
1 - Si^Ja 

1 - .5i,. 

1 + a 

1 + 

__ 1 + a\T 

\ + a 

WRJIT - 1 ) 
(18) 

Thus raising -n and T above unity in the secondary flow increases 
the jet velocity by the amounts given. Note the temperature 
affects the pressure term through its presence in the weighting 
term, WR defined by Eq. (14). This velocity coefficient is inde
pendent of choking. 

combine the entering flows to a single exit flow. Figure 3 shows 
the geometry and identifies the important parameters. The sub
script m is used to describe the mixed flow. Mi„ is directly 
related to the chosen design value of the pressure in the mixer. 
In contrast to the flow with coflowing streamtubes, the mixing 
flow is not reversible. 

To determine nozzle performance, the mixture total pressure 
and total temperature are required. Also of interest is the area 
ratio across the mixer. The theory for the mixer is an adaptation 
of that developed by Oates (1984). The conservation of total 
enthalpy gives the mixed total temperature as 

1 + CiT 

1 + a 
(19) 

The conservation of momentum gives the mixed flow veloc
ity. For any of the three flow conditions, the energy equation 
is used to relate the velocity to the static pressure. Thus, one 
has for the mixed flow at the mixer exit (following Eq. (5)) : 

\~I-Uy 

— ^ {T^.ny-'" (20) 
Pnj 

n,„ and a,„ describe the mixed flow stagnation pressure. In the 
mixer, Si,„ is a measure of the local static pressure which can 
be written in terms of primary flow Mach number there, M, „, 
using Eq. (2). 

From the force-free conservation of momentum statement, 
the mixed flow velocity, V„, in terms of the incoming velocities 
is V„ = (Vi -f- aV2)/il + a). Eliminating V,„ with Eq. (20) 
gives an expression for the desired total pressure parameter of 
the mixed flow, a„ as a function of a and s, 

(21) 
V(l + a ) ( l + ar) 

Solution for a„, is straightforward, but the equation is written 
in this form for symmetry. 

Linearized Mixer Analysis. In Eq. (21), the total pressure 
of the mixed flow (p,„ or equivalently a„,) cannot be stated in 
terms of (pn/pn or vr - 1) without linearization of cr, although 
a machine computation is direct. The linearization of the square 
root term gives (for TT, a close to 1): 

Ideal Constant Pressure Mixer Flow 

As a contrast to the two stream case described above, we 
consider next the alternate extreme where complete mixing 
takes place in the region between the station where stagnation 
measurements are made and the throat. The constant pressure 
mixer is assumed ideal in that friction losses are neglected, 
although losses that do occur may be assigned to the entering 
flow before mixing takes place. The mixer is assumed to fully 

n -
o-i 1 + o-i 1 

' l.m 
1 + 

^l - 1 (22) 
1-.?!,„ ( r - i ) M ? 

and the total pressure of the mixer exit flow is 

•K„'^ 1 - yMlM - ^ ) + w.in - l)^[i (23) 

The total temperature difference is embodied in the definition 
of a parameter describing the total temperature nonuniformity: 
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$ 
(1 + a4^)^ 

(1 + a ) ( l + ar) 
(24) 

Physically, <& the ratio of the square of the momentum to the 
energy (per unit mass). The magnitude of # is close to unity 
even for the rather substantial property variations. Note that 

modifies the pressure term, while the mixing term, 1 — 
approaches zero as T approaches 1. From Eq. (23), the 

following may be concluded: 

1. There are two terms which affect the mixed flow total 
pressure: a decrease due to entropy production associated with 
heat transfer at finite Mach number and an increase proportional 
to the weighted contribution of the higher pressure flow (TT -
1). The mixer Mach number term vanishes under either of two 
conditions: the total temperatures are equal (in which case $ 
is unity) or Mi,„, vanishes. 

2. The effect on the mixture total pressure is weighted in 
proportion to the total temperature corrected mass flow rates. 

Mixer Area Ratio. To fix its geometry, the ratio of flow 
areas across the constant pressure mixer is determined using 
the mass flow conservation equations for each of the streams, 
Eq. (7) applied to the entering streams as well as the mixed 
stream. The resulting area ratio is, for the general and linearized 
cases: 

(1 +a^)ia,„J~^^^ !i<,Ja„ 

A, + A, $ 
1 + a^JT a 

1 - S\Ja 

1 - * , , 

ratio of Eq. (28) to a similar one with a, TT, and r = 1. This 
ratio is (using Eq. (20)): 

C, 
_{ m (mixed) 1 

m (uniform) J,-, 
1 - Sx»la„ 

1 + a 

1 + a r 
[1 + ^,.(7r„, - 1)] (30) 

Here S\* is the pressure at the throat area where the primary 
Mach number is Mi. . The equations for A* and C,/ show that 
it is the deviation of TT,,, from unity that controls the departure 
of the nozzle from the uniform and 1-D performance. For low 
Mach number (unchoked) flow in the throat, i/'i. can be quite 
large which amplifies the deviation of Q from unity. 

Mixed Flow Nozzle Thrust. The exit pressure as used in 
Eq. 18, .?ie is related to Mi.̂  by Eq. (2). The energy equation 
for the mixed flow (Eq. 20) gives the jet velocity. The ratio of 
this velocity to that for a uniform flow is C (mixed), again 
referenced to the primary flow conditions: 

y 
C„ = — 

1 - SxJa„ 

1 - .5, „ 

1 + g-r / J ^ (7r„ 
1 + a 

1) 
yM\ 

(31) 

Note that expansion to infinite Mach number (i,,. = 0) gives a 
mean velocity corresponding to the mean enthalpy available. 

7 = { 1 - V h ^ d ^ / ¥ ) ( ^ - l ) } (25) 

A total pressure rise parameter fl - 1 (incorporating the com
bined total temperature and total pressure non-uniformity as 
well as the mixer Mach number) is the grouping: 

n - 1 ^7M?,,„ + W R ( ^ - 1) (26) 

Evidently, the primary total temperature influence (1/V$) is 
the most important factor in determining the area ratio of the 
constant pressure mixer. The total pressure influence is con
nected not only with the mixer Mach number but also with the 
T, influence through its presence in the weighting factor, w« and 
the modifier (1 To the extent that the factor <& is close 
to unity, a constant pressure mixer is also a constant area mixer. 

The term (O - 1, related to the type difference C in Fig. 1) 
also arises from the difference of second order terms in the 
expressions for mixed flow (7r,„ — 1, Eq. 23, type fi) and for 
coflowing streams (wR(7r - 1), see for example Eq. (15), type 
A): 

(7r,„ D - w „ ( 7 r - 1) = - ( n - 1)(1 - V$) (27) 

Mixed Flow Nozzle Mass Flow Rate. The mass flow rate 
of the mixed flow through the nozzle is given by a variation of 
Eq. (10) where the total pressure and temperature are TT,,, and 
T,„ respectively: 

mjoi M T 

l / (T - l ) 

M™.V"<^-'> J l - - ^ (28) 

This nozzle is choked when .S7CT,„ = 2/(-y + 1). 
The mass flow rate through a nozzle of a non-uniform flow 

relative to a uniform flow for fixed area is obtained from the 

Comparison of Mixed and Two-Stream Flow Perfor
mance 

The results for two stream and mixed flows are both refer
enced to a uniform primary flow so that a comparison between 
them may be readily made for flows through a single, properly 
expanded nozzle by forming ratios of relevant quantities. The 
schematic in Fig. 1 gives the relationship between total pressure 
rise parameters identified for the models discussed here. The 
design parameter of interest is the choked flow area ratio given 
by the ratio of the flow areas: 

1 

A* (2 stream) •/# 
[1 + (1 - ^ / ¥ ) [ ^ - 111 (32) 

Evidently the throat areas are identical when the total tempera
ture is uniform, i.e. when r and therefore $ are unity. When 
this is not the case, both the mixer Mach number and the total 
pressure non-uniformity are important, albeit the dominant ef
fect is due to the first $ term. 

The static pressures at the throat are also important so that 
the divergent section may be designed for complete expansion. 
The mixed flow is choked when sla„^ = 2 / (7 + 1) so that an 
expression corresponding to Eq. (15) is: 

7 + 1 
1 + 7 1 

7 
(7r„, - 1) (mixed flow) (33) 

Note here that the choked flow static pressures at the throat are 
the same for the two cases when the total temperature is uniform 
(seeEq. (23) with $ = 1). 

The mass flow rate change associated with having mixed 
rather than coflowing flows through a given area nozzle is given 
by the ratio of Eqs. (30) and (17). For arbitrary values of a, 
a,„ known from a solution of Eq. (21), one has: 
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f m (mixed) ^ Q,„i 1 

[m (2 stream) Q 2 J F 

1 + aVr 

/ $ 
1 - SiJa 

1 - j'l./o-,, 

1 + a'^T 

A/¥{1 - * , . ( ! - \ / ¥ ) ( n - 1)1 (34) 

One may think of this ratio as the change in Q experienced 
when the flow is changed from unmixed to mixed. This change 
is strongly influenced by the total temperature non-uniformity 
through $. 

Similarly the velocity (or thrust per unit mass flow) for the 
mixed flow and coflowing cases may be determined for the 
general case from a combination of Eqs. (5) , (18), and (31): 

V 

/ $ 

(1 -I- afr) 
1 - Sija„, 

1 - s,_^ 

1 -I- mr 
1 - s,Ja 

(1 - / $ ) 
yMle 

( n - 1) (35) 

The first order impact of nonuniformity on thrust per unit mass 
flow rate is the energy term embodied in <&. The coupled effect 
correction terms is typically quite small. 

Large Total Pressure Ratio Results 

The results obtained can be extended to situations involving 
large total pressure ratio across the two streams. A report de
scribing such cases is available from the author. 

Summary 

This work was carried out to derive the important relation
ships governing non-uniform nozzle flow performance. Further, 
this led to identification of the parameters which influence cal
culated performance of a nozzle whose total properties are mea
sured upstream of a nozzle throat. Thus, bounds in the calculated 
performance uncertainty associated with subsequent mixing are 
identified. In general, and in particular within the limit of small 
total pressure variations which are most often encountered in 
practice, one may conclude the following for non-uniform noz
zle flows: 

(i) The difference in predicted nozzle performance (throat 
area, sonic throat pressure, Q , and C J between coflowing 
streams and a uniform one is controlled by: 

a. the total temperature which influences results through 
a parameter given by (1 -h aVT)/(l + a) while 

b. the total pressure influence parameter is a combination 
of total pressure and total temperature non-uniformity. 

namely vCR(7r - 1) where the temperature corrected 
mass fraction w« = (air)/(I + air), and 

c. solutions for non-uniformities of arbitrary magnitudes 
requires machine computations. 

(ii) A similar mixed flow nozzle analysis gives a different 
set of parameters: 

a. for the total temperature, v(l + a r ) / ( l -I- a ) , and 
b. for the total pressure, (7r,„ - 1) which involves the 

chosen mixer Mach number, Mi „,, and a combination 
of TT and r given by Eq. (27): 

7r„, - 1 = -7M?,„(1 -{^) + WR(7r - 1)7$ 

where the parameter <&, the non-dimensional ratio of 
momentum to energy (both per unit mass) is defined 
in the Nomenclature section or Eq. (24). 

(iii) A comparison of the unmixed and mixed flow results 
involves parameters which are combinations of those identified 
in (i) and (ii) above, including a pressure/mixer effect non-
uniformity parameter given by IT ^ 1 = yM?„, + Wsi'n: - 1). 
The total temperature non-uniformity effect enters the calcula
tion of the mass flow rate and exhaust velocity through multipli
cation of (IT - 1) by a factor (1 - This fact makes the 
difference between mixed and coflowing performance indepen
dent of a modest total pressure non-uniformity if the total tem
perature is uniform. The difference between mixed and unmixed 
flow performance provides boundaries for the calculated behav
ior of a real nozzle. 

(iv) A constant pressure mixer is close to constant area 
device as seen by the proximity of v $ to unity. 

(v) To the extent that there is an uncertainty as to whether 
the degree of mixing is complete, there will necessarily 
be an uncertainty in the calculated values of the mass 
flow rate and jet velocity. 
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The Interaction Between a Jet 
and a Flat Plate—An Inviscid 
Analysis 
The problem of jet-plate interaction has been examined. It is shown that the problem 
of this type is governed by the mechanisms of inviscid interaction. The method of 
hodograph transformation has been employed to formulate the problem, and the 
solution is obtained from numerical computations in the hodograph plane. The flow 
pattern in the physical plane is produced from additional integrations. Extensions to 
the compressible flow regime with practical applications have also been mentioned. 

I Introduction 
When a jet flows toward a flat plate, the interior portion of 

the jet slows down due to the obstruction of the plate, while 
the free surfaces gradually turn toward the direction of the plate. 
A stagnation point appears on the surface of the plate, and the 
jet is divided into two parts moving parallel along the plate. 
Eventually, when the effects of streamline-curvature disappear, 
the original velocity is completely recovered across the jet only 
when the plate is mathematically infinite in length, and the 
momentum of the oncoming jet normal to the plate is completely 
destroyed. This is true whether the jet approaches the flat plate 
in the normal or oblique direction. The condition of infinite 
length of the plate is necessary since the mathematical solution 
of a differential equation must be continuous including its deriv
atives of higher orders, and the uniform flow condition can only 
be asymptotically reached at the far upstream or far downstream 
positions. Nevertheless, the condition of mathematically infinite 
length of the plate can be practically satisfied by a plate of finite 
physical length. 

A question naturally arises as to the flow condition when the 
plate is relatively short. Under this situation, it is recognized that 
the total force acting on the plate is not sufficient to completely 
annihilate the momentum of the oncoming jet normal to the 
plate, and the asymptotic direction of the jet flow after leaving 
the plate will be dependent upon the total force of interaction 
between the fluid and the plate. The total force of interaction 
is the integral of the detailed pressure distribution on the plate, 
which can only be evaluated after the solution of the governing 
differential equation is established. On the other hand, the solu
tion of the differential equation must be dependent upon the 
boundary condition provided by the asymptotic flow direction 
of the downstream jet. Thus the solution and the boundary 
condition of the differential equation are coupled. Since the 
viscous effects are indeed very small and are negligible, flow 
problems of this nature are classified in the category of inviscid 
interaction, and the Bernoulli's principle is applicable every
where throughout this region. The free surfaces are the lines of 
constant velocity of the approaching flow. 

Problems governed by mechanisms of inviscid interaction are 
not new. For example, a jet discharge from a nonsymmetric 
duct, as shown in Fig. 1, is one typical case of this nature. 
When the downstream jet flow becomes uniform, its flow direc
tion depends upon the total force acting on the solid wall of 
the conduit. This problem has been solved by Von Mises (1917) 
by employing the method of conformal mapping. One may 

imagine that the method of approach to solve the problem of 
this type is through iteration. For the present problem, the as
ymptotic direction of the jet flow after leaving the plate may 
be assumed, and the solution may be found accordingly. A 
momentum balance is subsequently applied to check and correct 
the assumed asymptotic direction. The correct solution is estab
lished when this process of iteration is converged. However, it 
has been found that the method of hodograph transformation is 
extremely suitable to solve the present problem of jet-plate 
interaction. 

Hodograph transformation (Von Karman, 1941) was origi
nally devised to study the flow problems in the compressible 
flow regime where the governing differential equation is nonlin
ear. By taking the speed V and the streamline angle 6 of the 
flow as independent variables while treating all other quantities, 
including the coordinates x, y, as. the dependent variables, the 
governing differential equation becomes linear. Since this 
method is not a direct approach to the problem, and its basic 
difficulty lies in the satisfaction of the boundary condition in 
the physical plane, it has not been extensively employed to 
solve the engineering problems. However, with the advent of 
high speed computation, the difficulty of satisfying the boundary 
condition in the physical plane can be easily overcome. This 
method has been applied to solve some problems in open chan
nel flows (Chow and Han, 1979; Han and Chow, 1981), and 
also the subcritical and supercritical discharge from a valve in 
the axisymmetric configuration (Chow et al , 1987; Weng et 
al., 1987). In all these cases, other than the possible numerical 
errors of computation, the solutions so established are exact. It 
is the intention here to show that by specifying the important 
parameters related to the jet-plate interaction, straight forward 
numerical computations would lead to the geometric pattern of 
the flow including the length of the plate compatible to the 
selected parameters. 

II Theoretical Considerations 
Upon choosing the speed V and the streamline angle 9 of the 

flow as the independent variables, it can be shown (Shapiro, 
1953) that the stream function tp governing the incompressible 
potential flow satisfies 

V-ijiw + VijJv + ipm = 0 (1) 
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where the subscripts indicate differentiations. The correspond
ing physical coordinates x, y are related to V and d through 

dx= -{ijie cos eiV^ + 4>v sin e/V)dV 

+ (ipv cos e - ipg sin 6IV)de (2) 
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V 

Fig. 1 Jet discharge from a nonsymmetric duct 

dy = (-ipe sin d/V^ + i/̂ y cos 0/V)dV 

+ (ij/vsind + il/gCose/V)de (3) 

Referring to Fig. 2, where a jet of width b and velocity ¥„ 
approaching a flat plate is depicted, it is convenient to choose 
Ko, b/2 and a as the reference quantities. Upon defining 

lA' = ipliV^bll), V = WK>, 13 = 91a, P, = 6Ja 

P, = -8,1a, x' = x/{b/2), y' = y/(b/2) 

and after normalization, Eqs. (1) through (3) become 

1 
V^tlivv + VijJv + = 0 (4) 

dx = -(iliff cos aP/aV^ + il/y sin ap/V)dV 

+ (aiPy COS aP - ijiff sin ap/V)dP (5) 

dy = {->pf, sin aPlaV^ + tjiy cos aPIV)dV 

+ (aiAv sin aP + ipp cos aP/V)dp (6) 

where the prime has been intentionally eliminated for simplicity. 
The upper and lower bounding streamlines of the jet can assume 
1 and - 1 , respectively, as the values of their stream functions. 
For a given approaching flow angle a, one may select î ^ ( - 1 
< (//rf < 1) as the value of the stream function of the dividing 
streamline, and the upper asymptotic streamline angle 0^, which 
must be positive and less than or equal to unity, i.e., (5„ s a. 
The lower asymptotic streamline angle P, can be solved from 

(1 - ifj,,) cos a ( l - p,) + (I + i/,̂ ) cos a(l - Pi) 

= 2 cos a (7) 

which is the statement of conservation of the momentum tan
gential to the plate. A typical hodograph for this problem is 
shown in Fig. 3, whose domain is bounded by constant stream 
function values of 1, ij/^, and - 1 . The stream function within 
the domain may be established through numerical computations, 
either through the Gauss-Seidel iteration or the successive-line-
over-relaxation (SLOR) scheme. The finite difference form of 
Eq. (4) may be written symbolically as 

Fig. 2 Tlie schematic of a jet past a flat plate 
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Fig, 3 The hodograph diagram for the jet-flow 

«>.v+i + bjil^ij + Cj^,j-i + 4( ' / ' i+i j + ^i-x.j) = 0 (8 ) 

where i,j are the grid indices. For the Gauss-Seidel scheme, 
the stream function at each grid point may be updated through 

•Pij = ipij - RFlajipij+i + bjil/ij 

+ CjiPij-, + 4(.A,>u + ^:-^.j)Vbj (9) 

where RF is the over relaxation factor. After the successive 
change of the stream function is less than an arbitrarily small 
value (e.g., 10"^) for all the grid points in the domain, the 
solution is established, ipv and \jjp may be subsequently evalu
ated through differentiations. Numerical integration of Eqs. (5) 
and (6) would establish the corresponding configuration in the 
physical plane, including the length of the flat plate required to 
produce such a flow pattern. The plate length is obtained 
through integrations along the two vertical boundaries of the 
hodograph, while the free streamlines are obtained from integra
tions along the y = 1 line. Finally, the path of the dividing 
streamline may be traced by joining all points of xfi^ in the 
hodograph through interpolations, and then performing the x-
y integration along this curve. 

I l l Results of Numerical Computations 

Numerical computations have been carried out for many sym
metric or nonsymmetric flow patterns. Second-order finite dif
ference formula was employed for all computations. Results of 
different flow cases are separately presented below. 

1 Figure 4 shows the symmetric flow for a = 90 deg, i//̂  
= 0, /3„ = 1, when the approaching flow is normal to a plate 
of infinite length. The free streamlines obtained from computa
tions are plotted in the figure. This problem can also be solved 
by conformal mapping, and the results for the top free surface 
are given by (Milne-Thomson, 1950) as 

, 

a =90° it 
^^-0 1 

» 1 1 1 1 1 1 1 

^ 

1 

y 

-

"~ 

^ 

Fig. 4 Results of the free streamlines for the Jet flow past a normal 
infinitely long plate—tick marks are spaced by blA 
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a =90 

Fig. 5 Results of the free streamlines for the jet flow past a short plate-
symmetric flow pattern. Tick marks are spaced by b/8. 

a = 90°, <|'j = 0.4 

8u=50° 

8|=I9.2 

Fig. 7 Results of the free streamlines for the jet flow past a short and 
misaligned normal plate. Tick marks are spaced by b/12. 

bl2 
= 2/7r Ln (tan 612) - 1 

bl2 
= ll-K Ln [tan {BI2 + 7r/4)] + 1 

(10) 

(11) 

When these results are compared with that in the figure, there 
is no observable difference between the two. This excellent 
agreement instills confidence in the numerical computation with 
the method of hodograph transformation. 

2 Figure 5 shows the symmetric flow pattern for a = 90 
deg, ip^ = 0, and 6„ = 60 deg (6, = 60 deg). The plate now 
has a finite length. When 5„ varies between 0 and 89 deg, the 
corresponding length of the plate is also obtained. These results 
are plotted in Fig. 6. It indicates that as the plate length ap
proaches zero, so should the asymptotic jet flow angle after 
interaction. Furthermore, the asymptotic angle of 90 deg is prac
tically reached when the length of the plate, based on the half 
width of the approaching jet, is 8. It provides the evidence that 
the viscous effects of these problems are indeed negligible, and 
the problem is completely governed by inviscid interaction. 

3 Figure 7 shows the results for a normal plate (a = 90 
deg). However, the plate is short and misaligned with respect 
to the jet, and a non-symmetric flow pattern is obtained for ifi,i 
= 0.4, and 6„ = 50 deg {6, = 19.2 deg). The length of the plate 
is only 0.7. The dividing streamline has also been traced from 
the results established in the hodograph. It appears from Fig. 8 
that the dividing streamline approaches the plate in the normal 
direction (/S = 0 deg), which is the trend indicated by all grid 
points away from the stagnation point. It should be noted that 

4 6 
L/(b/2) 

Fig. 6 The deflection angle £„ versus the length of the plate for symmet
ric flow 

the values of the stream function of aU grid points surrounding 
the stagnation point are different from \ji,, only by a very small 
margin (on the order of 10"^). Since computation inevitably 
involves numerical error, a slight error in the proximity of the 
stagnation point tends to modify the original trend of normal 
approach (indicated by the two blacli dots in the Fig. 8). Never
theless, with these errors included into tracing the dividing 
streamline, it did not cause much deviation from the normal 
approach as indicated in Fig. 7. 

4 Figure 9 shows the pattern when the plate is not normal 
to the approaching jet, but has infinite length. The selected 
parameters are a = 60 deg, ijij = -0 .5 , 6„ = a == 60 deg, and 
6i was found to be 120 deg from Eq. (7) . Since p„ (/?„ = 1) 
and PiiPi = ~2) are located at the two upper corners of the 
hodograph, only the outside upper and lower free streamlines 
are traced and shown in the figure. The dividing streamline is 
also shown in the physical plane. The pressure coefficient Cp 
(Cp = p - pJpV 1/2 = 1 - V^/Vi) is also presented to 
indicate the velocity variation along the plate. 

5 Figure 10 shows the results for a shorter plate but with 
the same a (a = 60 deg) and ipa [tj/a = -0 .5) as those of the 
case presented in Fig. 9. 6„ was 40 deg, and 6, was found to be 
85 deg. These values yielded the total plate length of 2.5, based 
upon the half-width of the jet. The streamline pattern is shown 
in the Fig. 10. Figure 11 presents the results obtained for the 
same a and ij/a, but with different 5„ values. The flow is never 
symmetric. The location of the stagnation point with respect to 
the center line of the jet LQ, the upper plate length L„, the lower 
plate length L,, and the total plate length L^ are presented against 
5„ in the figure. All these curves (except U) should converge 
toward the origin as (5„ approaches zero. As S„ becomes less 
than 31 deg, the plate is so short that the centerline of the jet 
no longer intersects the plate. 

V I 

0,8 

0.6 h 

0.4 

0.2 

a =90°>//,= 0.4 
8u=50° ^ 
S| =19,2° 

^-t 

°Q4 -02 0 02 0,4 /3 

Fig. 8 Tracing of the dividing streamline within the hodograph 
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a=60°,«/'d = - 0 . 5 / / J, 
Su=60' 

Fig. 9 Results of the free streamlines for tlie jet flow past an infinitely 
long and oblique plate. Tick marks are spaced by 6/4. 

IV Discussion and Conclusion 
It has been learned from this series of study that the method 

of hodograph transformation is indeed very efficient and useful 
for this type of jet-plate interaction. From the present approach, 
the length of the plate and its location are uniquely related and 
derived from the results of calculations. It should be noted that 
satisfaction of the tangential momentum balance in conjunction 
with the employment of the Bernoulli's principle implies that 
the momentum relationship normal to the plate is automatically 
satisfied. This is indeed the case. A post check of all cases 
presented here indicated that the normal momentum relationship 
agreed within one percent. For a direct problem, where the 
orientation, the length of the plate and its location relative to 
the jet are given, iteration must be relied upon to obtain the 
corresponding important parameters of the present scheme to 
match the given condition. Since the present scheme is quite 
efficient (on the order of seconds needed on a Vax 6320 com
puting system for each set of computations), this iteration would 
rapidly converge to the final solution. There should be only one 
set of the important parameters uniquely related to the given 
condition in a direct problem. 

It is interesting to see that for the whole class of problems 
of inviscid interaction, solutions of the differential equation 
must be supplemented with an' overall momentum balance in 
order to single out the physically correct boundary condition 
for the problem. This fact also implies that the differential equa
tion may yield solutions even with the seemingly reasonable 
but physically inappropriate boundary conditions. A good prac
tice to establish a physically realistic solution is to verify the 
conservation of the integral quantities after the solution has 
been obtained from the differential equation governing the flow. 

a =60°,^^ = -0.5 
Su=40° 

Fig. 10 Results of the free streamline for the jet flow past a short and 
oblique plate. Tick marks are spaced by b/4. 

60 8 , 

Fig. 11 Plate length and its location relative to the jet versus S„ for 
a = 60 deg, il/^ = -0.5 

The present method of attack can be extended to solve the 
problems in the axisymmetric geometry, and in the compressible 
flow regime. A useful and practical extension to the study of 
thrust reversal device can be anticipated. 
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Addendum 
It should now be emphasized that the present analysis is 

based on the premise that the jet is always surrounded by the 
constant pressure of the approaching jet flow (the ambient pres
sure). It would be interesting to see that when the size of the 
plate normal to the jet is small in comparison with the width 
of the approaching jet (i.e., b/L -> oo), the effect of viscosity 
tends to modify the pressure behind the plate into a lower-than-
ambient value (the base pressure) and the wake behind the plate 
is closed, if a steady flow condition is maintained. The actual 
flow under this situation is unsteady, as a result of periodic 
vortex shedding. However, the steady flow condition can be 
maintained if a soUd plane wall is inserted along the centerline 
of the wake to suppress the vortex shedding. This type of steady 
stste problem was usually classified in the category of viscid-
inviscid interaction, where the effects of viscosity must be ac
counted for before a solution to the problem can be reached. 
Under such a situation, a jet-mixing (usually turbulent) process 
between the recirculating wake flow and the external flow oc
curs along the wake boundary, after the flow leaves from the 
edge of the plate. Processes of recompression, as a result of 
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. J 5 I J ? I Chow, W. L., 1985, Base Pressure of a Projectile Withm the Transonic Flight 

v a l u e s . C e r t a i n l y , m u c h m o r e r e s e a r c h is n e e d e d b e f o r e t h e Reg^ime." American institute of Aeronautics and Astronautics Journal, Vol. 23, 

problem of this kind can be completely understood. No. 3, pp. 388-395. 

Journal of Fluids Engineering DECEMBER 1995, Vol. 1 1 7 / 6 2 7 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Yeng-Yung Tsui 
Associate Professor. 

Hong-Ping Clieng 
Graduate Student. 

Department of IVlecfianical Engineering, 
Nationai Cfiiao Tung University, 

Hsinctiu 300, Taiwan 

Tumbling Flow in Loop-
Scavenged Two-Stroke Engines 
A multidimensional calculation procedure is used to investigate the flow in loop-
scavenged two-stroke engine with curved cylinder heads. Five different cylinder heads 
are considered. The curvature of cylinder head increases from case I to case IV. In 
case V the head curvature is further increased, but it is shaped in the radially outer 
region. Calculations reveal that a tumbling vortex forms after the exhaust port is 
closed and the vortex constantly dominates the flow structure in the cylinder through
out the compression period. With high head curvatures the vortex is well organized 
and occupies the entire cylinder volume in the late compression stage. Due to com
pression of the better organized tumbling vortex by the moving piston more energy 
cascades from mean flow to turbulence in the high curvature cases III and IV. As 
for case V, the larger clearance in the bowl center region leads to lower shear 
stresses and, thus, the turbulence augmentation phenomenon is less prominent than 
that for cases III and IV. 

1 Introduction 
The importance of in-cylinder air flow has been recognized 

a long time ago in the history of engine development. A key 
factor affecting the burning rate in internal combustion engines 
is the turbulence generated from the mean gas flow in the cylin
der; the higher the turbulence, the faster the flame propagation 
speed, provided that the flame will not be extinguished due to 
over stretching and heat loss. Very high levels of turbulence 
could be produced during the induction period. However, it 
decays rapidly in the compression period and reaches the level 
of 0.4 ~ 0.5 times the mean piston speed at TDC (Heywood, 
1987). A usual way to sustain the gas flow well into the com
pression stage is to create a significant vortical motion in the 
intake process. The swirl, a flow rotating in the direction of the 
cylinder axis, has been widely adopted in four-stroke engines. 
Recently, another type of vortical flow, the tumbling flow, 
which rotates in the direction normal to the cylinder axis, draws 
much attention. The vertical vortex of the tumbling flow is 
compressed by the piston motion during compression period. 
In order to preserve angular momentum the flow tries to spin 
up and then releases stored energy to turbulence in the late 
compression period (Gosman et al., 1985). The results of Gos-
man et al. (1985) showed that, by the end of compression, the 
mean turbulence intensity in the cylinder could be as high as 
0.7 times the mean piston speed. Thus the tumbling motion is 
a more effective turbulence generator than the swirling flow 
(Arcoumanis et al., 1990, Haworth et al., 1990). A lot of re
searches have been devoted to this area since the publication 
of Gosman et al. (1985). In recent years, four-valve designs 
with pentroof cylinder head gather popularity. In these engines 
a pair of directed ports are placed on one side of the pentroof 
head. Because of this port arrangement a tumbling vortex flow is 
formed in the cylinder during the induction period. Experiments 
(Hadded and Denbratt, 1991, Endres et al., 1992) showed that 
incorporating the tumbling flow in four-valve engines leads to 
reduction in ignition delay and burning duration, higher EGR 
(exhaust gas recirculation) tolerance and, thus, lower emissions. 

For loop-scavenged two-stroke engines a looped circuit is 
formed during the scavenging period so that the exhaust gas is 
scavenged out of the cylinder by the fresh charges. This looped 
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flow is transformed into a vertical vortex after the scavenge and 
exhaust ports are closed. This process could be identified in 
the previous studies (Tsui and Cheng, 1994; Tsui et al., 1994; 
Ahmadi-Befrui et al., 1989). However, the structure of the 
tumbling vortex in two-stroke engines have never been exam
ined in detail. A computational method employing the EPISO 
algorithm was developed by the present authors to study the 
scavenging process in the engine with flat cylinder head (Tsui 
and Cheng, 1994) and, then, a spray model was added to simu
late direct fuel injection into the two-stroke spark-ignition en
gines (Tsui et al , 1994). In the present study, the method is 
further extended to allow the cylinder head to be curved. The 
effects of the cylinder head on the tumbUng flow are examined 
through gradual increase of the curvature. However, before 
making this examination, a test run has been conducted to vali
date the solution method. 

2 Mathematical Mettiod 
The governing equations are written in the density-weighted 

Favre-averaged form to account for density variations in the 
cylinder. The k-e model of Launder and Spalding (1974) is 
adopted to characterize the turbulence. Since the cylinder head 
is of curved shape, the computational domain is divided into 
two regions (see Fig. 1): one is the expanding/contracting (E/ 
C) region, and the other is the head region. The volume in the 
E/C region expands/contracts in accordance with the motion 
of the piston. Therefore, the grids in the axial direction are 
allowed to expand and contract with the piston motion. As 
shown in Fig. 1, there are two lines corresponding to the upper 
edges of the scavenge and exhaust ports, respectively. The two 
lines divide the E/C region into three subregions. Whenever 
the piston moves into one subregion, the grid lines in that region 
are set in motion with the piston. Governing equations are trans
formed onto such a moving coordinate system. Detailed infor
mation can be found in Tsui and Cheng (1994). The head 
region is assumed to be a volume of revolution. Hence the 
axisymmetrically curvilinear-orthogonal coordinate system is 
employed to fit the curved boundaries. Unlike the E/C region, 
the grid lines in this region are fixed without motion because 
the piston does not sweep across this space. Details about the 
coordinate transformation in this region are refered to Begleris 
(1987). The ports of the engine are arranged in a symmetric 
manner. Thus there exists a symmetric plane and only half a 
cylinder volume is considered in the calculations (see Fig. 1). 
The specifications of intake and exhaust flows at the openings 
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Fig. 1 A typical grid layout 

of scavenge and exhaust ports are essential to calculations. The 
mass flow rates through these ports are modelled by an one-
dimensional orifice flow. Given the pressures in the crankcase 
and outside the exhaust port, the mass fluxes can be determined 
through overall mass and energy balances in the cylinder (Tsui 
and Cheng, 1994). The velocity is assumed to be uniformly 
distributed over the opening area. This plug profile is justified 
in the experiments of Fansler and French (1992). However, 
their measurements indicated that the flow entry angle did not 
follow the port design angle, that is, the entry angle varied 
with the port opening height. To account for this effect the 
measurements of Fansler and French (1992) are employed and 
an interpolation procedure is used to obtain required flow 
angles. 

The discretization is performed using the finite-volume ap
proach. The grid in the head region is generated, following 
Gosman and Johns (1978), by solving a set of Laplace equa
tions. The system of difference equations are solved by using 
the EPISO algorithm which has been proved to be an efficient 
method in calculation of reciprocating engine flows (Tsui and 
Cheng, 1994, Tsui, 1987). For details about the solution proce
dure it can be found in the cited references. 

3 Validating Tests 
Fansler and French (1992) have made a detailed examination 

of the flow in a loop-scavenged two-stroke engine using the 
LDV. Amsden et al. (1992) employed the KIVA-3 code to 
simulate the same engine. In their simulations the flows in 
cylinder and in all scavenge ports and exhaust port are included 
in the calculations. The experimentally measured pressures in 
the crankcase and outside the exhaust port are specified at the 
open boundaries of scavenge and exhaust ports, respectively. 
UnUke the study of Amsden et al. (1992), only the flow in 

-Fansler and French 
<1992) ; 

- Ansden e t ol. <199E> Jf 
-present 

tio' ' • lia 
Cronl< Angle Degree 

oeeeo Mf, Amsden et ol.<1992> 
Mr. Amsden el al.<1992) 
Mt, Amsden et 01.0998) 

u «»....> Mr. present' 
Mf, present MJ, present 

'llo' ' ' 'lid' ' ' '2I0 
Crank Angle Degree 

<b) 

Table 1 Comparison of trapping ratio (MflM^ and scav
enging efficiency (Mf/M,) 

Amsden et al. 
(1992) 

M, 
Mf 
Ma 
Mf/M,, 
Mf/M, 

0.339(g) 
0.183(g) 
0.306(g) 
0.598 
0.54 

Present 

0.344(g) 
0.176(g) 
0.307(g) 
0.573 
0.512 

Relative error 
(%) 

1.5 
3.8 
0.33 
4.2 
5.2 

cylinder is considered in the present study. Using the measured 
crankcase and outside the exhaust port pressures the mass fluxes 
through scavenge ports and exhaust port can be determined via 
overall mass and energy balances and one-dimensional flow 
assumptions. With the assumed plug profile along with the mea
sured flow angles, the velocities at cylinder-port interfaces can 
be determined. However, it should be mentioned here that with 
this calculation procedure the effects of pressure wave are ig
nored, i.e., the flow inertia is not accounted for. To avoid the 
lengthy and costly calculation of the detailed flow in the mani
fold as done by Amsden et al. (1992) a much easier and conve
nient way is to incorporate a quasi one-dimensional manifold 
calculation procedure. This approach will be undertaken in the 
future study. Figure 2(a) presents the variation of cylinder 
pressure against crank angle obtained from different studies. 
Generally speaking, the present predictions are quite similar to 
the measurements of Fansler and French and the calculations 
of Amsden et al. In Fig. 2(b) the variation of cylinder mass is 
shown. In this figure M/stands for the mass of fresh air captured 
in the cylinder, Mr the mass of residual gas left in the cylinder 
from the previous cycle, and M, is the sum of the two. It is 
apparent that during the scavenging period, i.e., the period be
tween the scavenge port opening (SPO) and the scavenge port 
closing (SPC), there exists strong oscillations for the "new" 
and "old" masses. This is due to the neglect of the flow inertia. 
However, the total mass in the cylinder is not much affected. 
By the end of scavenging period the two predictions are similar. 
Comparison of trapping ratio and scavenging efficiency is made 
in Table 1. In this table Mj is the mass of fresh air delivered 
by the scavenge ports, the trapping ratio is defined as Mf/M^, 
and the scavenging efficiency as Mf/M,. The results indicate 
that the difference between the two calculations is within about 
five percent. Both predictions and experimental results indicate 
that a tumbling vortex dominates the flow in the cylinder after 
all ports are closed. It is this vortex flow being the main concern 
of the next section. 

4 Results 

As shown in Fig. 3, five kinds of cylinder head are considered. 
In case I the cylinder head is flat. The head curvature gradually 
increases from case I to case IV. In case V the head curvature 
is further increased, but it is shaped in the outer region such 
that the compression ratio remains identical to the other cases. 
The radii of curvature for case II through V are 117, 63, 49 
and 32 mm, respectively. The corresponding ratios of head 
arc length to engine bore are 1.017, 1.069, 1.133 and 1.227. 

Fig. 2 Comparison of variation of (a) cylinder pressure and (/>) cylinder 
mass 

case V 
case III 

Fig. 3 Illustration of test cases 
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Table 2 Engine specifications 
CA=270 3.05106E+01 CA=270 MiniO.OSa Max.0.958 

engine speed 
cylinder bore 
stroke 
clearance (flat cylinder head) 
effective compression ratio 
exhaust port opening 
exhaust port closing 
scavenge port opening 
scavenge port closing 

3000 rpm 
74.0 mm 
75.0 mm 
10.2 mm 
5.8 

100° ATDC 
260° ATDC 
125° ATDC 
235° ATDC 

Specifications of the engine are shown in Table 2. The grid 
used contains 32 X 45 X 45 (radial X circumferential X axial) 
nodes in the E/C region and 32 X 45 X 18 nodes in the head 
region. The grid employed in the E/C region is similar to that 
used in Tsui and Cheng (1994), which has been shown to be 
adequate to present the flow characters in the cylinder with a 
flat cylinder head. This grid is also used in the validating tests 
shown previously. Calculations commence at EPO (exhaust 
port opening) and end at TDC. 

In order to illustrate the flow fields, velocity vectors and 
turbulence intensity contours in the symmetric plane at a num
ber of crank angles are presented. To avoid clustering, the veloc
ity vectors are plotted every two nodal points along the grid 
lines. The turbulence intensity is normalized by the mean piston 
speed (Vp = 7.5 m/s). Focus is concentrated on the compression 
period. The results are shown in Figs. 4 and 5 for cases I and 
IV, respectively. Obviously, from the vector plots, a tumbling 
vortex forms after the exhaust port is closed. At CA = 270 deg, 
the center of the vortex is located near the left head comer. 
Because of the smoother geometry contour the vortex is better 
organized in case IV. In the flat head case the vortex center is 
elongated and is placed closer to the head. As a result, a high 
shear layer forms in this region. It can be identified from the 
contour plots that, due to the high shear stresses, very high 
turbulences are generated around the vortex center in case I, 
but not in case IV. The maximum turbulence intensity is 1.117 
for case I and 0.958 for case IV. At mid-compression (CA = 
300 deg), although the flow is compressed in the axial direction 
by the moving piston, the center region of the vortex expands 
in the radial direction. Peak values of turbulence are still visible 

CA=270 3.035a9E+01 CA=a70 MiniO.081 Max:l,117 

1,92962E+01 CA = 330 MiniO.059 Maxa.169 

IJJJJ 
CA=360 

^^HWHn l i n̂  r~--"S:—-' 5, (^j.5.____p -= -̂.:xl- -A 
1.00953E+01 CA=360 Min;0.067 MaxiO.869 

CA=330 2.14470E + 01 CA=330 MiniO.054 Maxil,207 

CA=360 1.67344E+01 CA=360 MiniO.061 Maxa.118 

•O-:B^ 

Fig. 4 Mean flow and turbulence intensity fields for case I 

Miiwwaai«:^t«»1111Hiriii- > flfrf ^ - - — ' | — ' • 

Fig. 5 Mean flow and turbulence intensity fields for case IV 

around the vortex center in case I. At 330 deg CA, the vortex 
flow constantly dominates the flow structure in the cylinder for 
the high curvature case IV. For the flat head case the vortex 
has already been twisted and is restricted in the right half cyUn-
der region. The high turbulence zone follows the vortex center, 
which is true even in the case IV. It should be noticed that, 
compared with 300 deg CA, the turbulence is enhanced in both 
cases with the level being higher for case IV than that for case 
I. The turbulence augmentation phenomenon will be examined 
in detail later. By the end of compression, the mean flow and 
turbulence attenuate by a large degree because the piston loses 
its driving speed. However, the tumbling vortex persists in a 
good form in case IV. The peak turbulence value at TDC is 
1.118 Vp for case IV, compared to 0.869 Vp for case I. 

Although no detailed flow patterns shown here, the flow fields 
for case II and case III behave similar to case I and case IV, 
respectively, owing to their geometric similarity. This point can 
be demonstrated in Figs. 6(a) and 6(b). In Fig. 6 (a ) , the 
evolution of cylinder-averaged mean kinetic energy during the 
compression period is shown. Initially, the mean energy is 
higher and the decay rate is lower for cases III and IV than 
those for cases I and II. This is attributed to the better organized 
vortex flow in the former cases, as seen in Fig. 5. However, 
the decay rate become greater for cases III and IV after mid-
compression. This behavior will be clear in the following. 

The evolution of cylinder-averaged turbulence intensity nor
malized by the mean piston speed in the compression stage is 
illustrated in Fig. 6(&). Up to mid-compression the turbulence 
remains nearly at a constant level for each case. Higher turbu
lences are generated in the flatter cases I and II due to the high 
shear region around the vortex center observed in Fig, 4. In the 
range around 310 deg < CA < 340 deg, the turbulence is 
greatly intensified and then decays rapidly. The amplification 
of turbulence is caused by compression of the tumbling vortex 
(Gosman et al., 1985). By the end of compression the mean 
turbulence levels in the cylinder are 0.56 Vp, 0.60 Vp, 0.65 
Vp and 0.68 Vp for case I through case IV, respectively. The 
enhancement in turbulence is more than 20 percent from the 
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flat head case I to case IV. Looking back to Fig. 6(a) , it can 
be seen that when the turbulence is largely intensified, the mean 
kinetic energy of the high curvature cases III and IV decays 
more rapidly. This simply implies that more energy cascades 
from mean flow to turbulent fluctuations. 

To illustrate the turbulence augmentation, the temporal varia
tions of the cylinder integral of the turbulence dissipation and 
production terms for cases I and IV are respectively exhibited 
in Figs. 7(a) and 1(b). Also shown in the figures are the 
separate contributions to turbulence production due to shear 
stresses, normal stresses and compression. The total generation 
is sum of these three parts. Comparison between Figs. (>{b) and 
7 indicates that the rate of change of turbulence level is roughly 
proportional to the difference between the total production and 
dissipation. The normal stresses hardly have any contribution 
to the turbulence production. The difference in compression 
production between the two cases is negligible. This is due to 
that this part of production is directly proportional to the volu
metric change rate of the cylinder volume, which is the same 
for all considered cases because the compression ratio does not 
change. The maximum dilatation rate occurs at about 330 deg 
CA, which roughly corresponds to the timing of turbulence 
production peak in Fig. 7. However, the peak value of turbu
lence production is much higher and the augmentation period 
extends closer to the TDC for the high curvature case. This can 
be ascribed to the well-constructed vortex quickly compressed 
by the piston during this period in this case. 

The cyUnder heads of the above four cases can be said to be 
geometrically "affine", i.e., they have similar shapes but with 
different rates of curvature. The head shape of case V shown 
in Fig. 3 is different from the other four cases. Its curvature in 
the center region is even greater than that of case IV. The mean 
flow patterns for case V are similar to those for case IV. The 
temporal variations of mean kinetic energy and turbulence in
tensity are shown in Figs. 6(ci) and (j{b), respectively. Two 
points can be drawn. The first is that the decay rate of mean 
energy for this case is much lower than that for the others in 
the later compression stage. For case V there exists a "squish" 
region (hatched in Fig. 3) outside the hemispherical bowl. 
When the piston approaches TDC, air in the squish region is 
forced to flow into the bowl (Begleris, 1987), resulting in a 
strong radially inward flow. Since the compression ratio of the 
present engine is low (5.8) and the squish region is small, the 
squish effects are not significant. However, it helps to slow 
down the mean flow decay. By the end of compression the 
mean energy for case V is two times higher than cases I, II, 
and III. The second is that the turbulence generation is not so 
effective. At TDC the turbulence intensity of case V is 0.623 
Vp, which is ranked third in the five cases. The cause of the 
low turbulence enhancement is mainly attributed to the low 
shear stresses generated by the tumbling flow in the augmen
tation period. In view of the geometries of the various cases 
shown in Fig. 3, the case V has larger clearance in the bowl 

Cronk Angle Degree 
(a) 

2eo'2^o'2io'2^'36o'j1o'jiD'3io'34o'^'3«0 
Crank Angle Degree 

— Total Dissipation 
— Total Production 
— Shear Stress Production 
— Compression Production 

Normol Stress Production 
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Tolol Production 
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\ 
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Cronk Angle Degree Crank Angle Degree 

Fig. 7 
during 

Temporal variation of turbulence production and dissipation rate 
compression period: (a) case I; (b) case IV 

Fig. 6 Temporal variation of (a) mean kinetic energy and (b) turbulence 
intensity during compression period 

center region, when the tumbling vortex dominates the flow in 
the late compression stage. As a consequence, the shear effects 
are less prominent. 

Finally the scavenging efficiencies obtained from calculations 
are compared. They are 0.3887, 0.3892, 0.4029, 0.4042, and 
0.3925 for cases I through V, respectively. This result reveals 
that with increasing head curvature the scavenging process is 
also more effective. It is interesting to notice that in terms of 
scavenging efficiency the case V also ranks in the middle of 
the five cases. 

5 Conclusions 
A model for the flow in a loop-scavenged two-stroke engine 

has been developed. Results have shown the following main 
findings. 

(1) A tumbling vortex forms after the end of scavenging 
process. The flow structure is dominated by the vortex flow 
throughout the compression period. 

(2) In the early compression stage, the vortex is located 
close to the cylinder head and gradually elongated and distorted 
in the low curvature cases. As a result of the high shear effects 
around the vortex center region higher turbulence prevails in 
these cases than in the high curvature cases. 

(3) In the later compression stage, the vortex continues to 
distort in cases I and II and, then, is restricted in part of the 
cylinder volume whereas the vortex occupies the entire cylinder 
in the high curvature cases III and IV. Because of the high 
compression effects turbulence is greatly augmented in the pe
riod 310 deg < CA < 340 deg. Compression of the well-
organized vortex leads to more energy transfer from mean flow 
to turbulence in the high curvature cases. 

(4) Although the head curvature for case V is the highest 
among considered cases, its large clearance results in lower 
shear stresses. Thus, the turbulence augmentation is not so effec
tive. 

(5) The cylinder head curvature also affects the scavenging 
efficiency: the higher the curvature, the higher the scavenging 
efficiency. 
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Velocity and Turbulence 
Characteristics of Isothermal 
Lobed Mixer Flows 
This work describes an experimental and computational study of flows in model 
multilobed mixers. Laser Velocimetry was used to obtain the velocity and turbulence 
fields in the downstream mixing duct. Flow development was quantified by examina
tion of the large cross-plane velocities whose direction implied the formation of two 
streamwise vortices per lobe. A change from coplanar to scarfed geometry increased 
vortex strength by 25 percent. Vortex cell formation, roll-up and breakdown to fine 
scale mixing was attained within a distance of 5 lobe heights. The computational 
investigation of the coplanar configuration adopted a non-aligned mesh to solve the 
3-D Reynolds averaged Navier-Stokes equations. The calculations of the lobe and 
mixing duct flows were coupled to predict the complete mixer. Comparisons between 
measurements and calculations using a standard k-e model suggested good qualitative 
agreement with maximum disagreement of about 20 percent in peak radial velocities. 

Introduction 
Multilobed mixers have become popular as low loss mixing 

elements in a variety of fluid mechanical applications (Werle 
et al , 1987; Presz et al., 1988). Such devices are exploited in 
turbofan engines (Fig. 1) where hot turbine flow is mixed with 
cooler fan flow prior to exhaust improving performance and 
reducing noise for many turbofan cycles. Overall gain depends 
upon the balance between increased mixing and extra pressure 
losses. Extended nacelle weight and drag must also be offset 
by performance gains. Advantages of the lobed geometry are 
that it increases (i) the interfacial mixing area and (ii) the scales 
across which mixing takes place. Performance is primarily con
trolled by the strong cross-flows generated by the lobes. 

Early investigations (Shumpert, 1980 and Kozlowski and 
Kraft, 1980) confirmed the increased performance of this mixer 
through measurements of performance variations associated 
with changes in lobe geometry. More recently, a comprehensive 
study of a full scale mixer (Paterson, 1984) detailed the strong 
secondary flows originating within the lobes and leading to an 
array of streamwise vortices. 

The complicated three-dimensional mixer geometry makes it 
difficult to choose the best lobe configuration thus initiating the 
exploitation of CFD methods. Early computations concentrated 
in the region downstream of the lobe exit (Kreskovsky et al., 
1984; Provinelli and Anderson, 1984) and emphasized the im
portance of accurate knowledge of the 3-D velocity field at lobe 
exit for use as inlet boundary conditions. More recently. Barber 
et al. (1986a,b) and Koutmos and McGuirk (1989a) have mod
eled the lobe flow itself. Koutmos and McGuirk (1989a) com
puted the complete lobe/nozzle system for a coplanar mixer 
(lobe exit plane perpendicular to engine axis) using a finite-
volume method and the k-e model demonstrating the possibility 
of predicting the streamwise vorticity generated within the 
lobes. Although these calculations were promising, confidence 
in the predictions requires rigorous testing against suitable mea
surements. The work described here aims at achieving this ob
jective. 

In an initial study, Koutmos and McGuirk (1989b) described 
a controlled validation experiment, but measurements were 
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taken only in a coplanar mixer with a fan-side area ratio (FAR) 
higher than what is found in applications. This contribution 
supplements the above work by providing velocity and turbu
lence information for the mixing region of both a coplanar and 
a scarfed mixer representative of current practice. In order to 
facilitate LDV measurements, a water flow was used together 
with a perspex containing pipe simulating a simple nozzle. This 
is complementary to concurrent measurements of the flow 
within the lobes where refractive index matching techniques 
and suitable working liquids are used (tetraline/turpentine, p 
« 1000 kg/m') to investigate the complete system. Although 
water flow results only cautiously may be extrapolated to prac
tice, restrictions may well be tolerated in a controlled validation 
experiment. Further, the use of an isothermal experiment to 
simulate hot/cold stream mixing is strongly supported by the 
investigations of Paterson (1984) and Greitzer et al. (1985) 
who suggest that the cold velocity ratio (Fan/Turbine) should 
be higher than the equivalent hot by a factor [T'TUR/T'FAN]'"-
The present cold flow corresponds to a hot with Fan/Turbine 
velocity and temperature ratios of 0.74 and 0.67 (values found 
in practice). Considerable efforts were made to ensure accurate 
geometry and approach flow alignment so as to restrict attention 
to a single lobe. 

Subsequently, the calculation of the measured flows with the 
method of Koutmos and McGuirk (1989a) is undertaken for 
two coplanar configurations with fan-side area ratios of 0.7 and 
0.85. Only inlet boundary conditions upstream of the lobes 
are required and were supplied from the measurements. The 
performance of the method is then assessed by comparing pre
dictions with measurements. 

Flow Configuration 
The experimental facility has been described in Koutmos 

and McGuirk (1989b); sketches of this and the model mixer 
geometries used here are shown in Figs. 2 and 3. The mixers 
consisted of twelve equispaced lobe peaks projecting into the 
fan stream and twelve corresponding gulleys. The coplanar lobe 
height {h) was 17.6 mm and its length (L^) was 31.3 mm. 
Scarfing was achieved by truncating or extending the lobe exit 
planes alternately backwards and forwards (Fig. 3) . The central 
plug started upstream of the lobes and terminated one lobe 
height downstream of the coplanar exit (mixing plane). The 
outer perspex tube between lobe inlet and exit could be adjusted 
to produce a range of fan-side area ratios (FARs of 0.7 and 
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0.85 are discussed). The turbine-side area ratio was maintained 
at 1.15. Downstream of the lobes a mixing region was formed 
by a constant diameter tube. 

Axisymmetric axial velocity profiles with turbulence levels 
of 3 and 4.5 percent and boundary layer thicknesses of 0.085 
h and 0.128 /J were measured at GG' inside the turbine and fan 
feeds. Corresponding mass flows of 1.87 and 2.32 kg/s were 
metered by calibrated orifice plates (uncertainty ±3 percent) 
giving rise to bulk axial velocities at GG' of 0.8 and 0.72 m/s 
for the respective sides. 

Experimental Method 
Measurements of the three mean velocities and turbulence 

intensities were obtained with a Laser Doppler Velocimeter 
operating in dual beam forward scatter mode. The optical ar
rangement is shown in Fig. 2; Table 1 summarizes its principle 
characteristics. A detailed description of this instrumentation 
may be found in Koutmos (1985 ). Measurements were obtained 
on a lobe peak and a lobe gulley plane. For the scarfed mixer 
planes through a short and a long gulley were investigated. 
Measurement locations are depicted in Fig. 3 (and Table 2). 
Because of periodic repetition of the lobe geometry (every 30 
deg for the coplanar and 60 deg for the scarfed) and the absence 
of swirl in the approach flow, as demonstrated by Koutmos and 
McGuirk (1989b), the azimuthal planes at peak and gulley 
(coplanar) and at long and short gulley (scarfed) are symmetry 
planes and the time-averaged W component is zero there. None
theless, measurements of the circumferential normal stress al
lowed evaluation of the turbulence energy. Intermediate 9 
planes should however be measured to provide a more detailed 
description of the secondary velocities. 

Uncertainty Estimates 

Uncertainties in model/test section dimensions are: pipe ra
dii: ±0.4 mm, lobe height: ±0.3 mm, lobe exit position: ±0.2 
mm, plug contour: ±0.1 mm, FAR: ±5 percent. LDV probe 
position: ±0.5 mm. 

The Doppler signals were demodulated by a frequency 
tracker (Cambridge Consultants CCOl). The analogue output 
was passed to an A/D converter and mean and RMS values 
were obtained in an Apple microcomputer. Suitable frequency 
shifts (provided by a rotating grating) helped to obviate tracking 
range and slew rate restrictions while flow seeding by milk 
additives minimized signal drop-out (Taylor, 1981). 

Nonturbulent broadening (systematic) errors arise from mean 
velocity gradient across the probe volume, finite transit time, 
grating jitter and tracker output voltage errors (Koutmos, 1985). 
Maximum systematic errors in the mean velocity have been 
estimated: mean velocity gradient (Melling, 1975): 10^* Ub, 
tracker output error (Taylor, 1981): 4*10"^ Ub- In the RMS 
these have been estimated: transit time broadening (Zang and 
Wu, 1987): 0.0316 Ut, stability of rotating grating: 0.003 Ut, 
velocity gradient broadening: 0.012 Ub, tracker output error: 
0.015 Ub. The largest statistical (random) errors for the sample 
collected (5-7000 values), were 1.8 and 2.2 percent for the 

FAN FLOW 

Fig. 1 Typical turbofan lobed mixer 

mean and RMS, for a 95 percent confidence level (Yanta and 
Smith, 1978). The uncertainty pertaining to data in the Figures 
is: U, V/Ub-. less than ±4.3 percent, RMS: less than ±6.54 
percent, k^VU,,: less than ±9.8 percent, (U,, = 0.57 m/s). 

Computational Method 

The prediction of the coplanar mixer only was undertaken 
due to the difficulty in handling the scarfed geometry. Compari
sons are performed with the data of Koutmos and McGuirk 
(1989b) where the fan-side area ratio was 0.7 and with present 
measurements with a FAR of 0.85. This represents a severe test 
of the method since the fan flow is subjected to different adverse 
pressure gradients and the crossflow strength varies in the two 
cases. 

The full 3-D elliptic forms of the equations for conservation 
of mass and momentum in time-averaged form were solved; 
using tensor notation these may be written: 

dxj 

JL 
dx, 

(pU^Uj) 

{pUi) = 0 

dP_ _ _d_ 

dx, dxj 
(pUiUj) 

The high-Reynolds number k-e turbulence model was used for 
closure: 

- pUjUj = (U, 
dUi dU, 

+ dxj dxi J 3 
- - 6ijpk 

H, = C^p — 
£ 

d d fi^i, dk\ — d u , 
— (pUjk) = - ^ — ^ - PUiUj pe 
oxj oxj \ at oxj I aXj 

— (pUje) = ^ ( ^ ^ ] - C -pTHT-^-C p -
dxj ^ dxj \a^dxj) ^' k ' ' dxj '̂  k 

Nomenclature 

Cfi, Cci, Ci2 = constants in k-e turbulence U, V, W = mean velocities in J:, r, 6 sys-
model 

FAR = fan-side area ratio 
(Ajn/Aout) 

h = lobe height 
k = turbulence kinetic energy 

LM = mixer length 
P = static pressure 
R = containing duct radius 

tem 
UiUj = Reynolds stress tensor 

x, r, 9 = cylindrical polar coordinates 
Sij = Kronecker delta (= 1 for ; = 

; ; = O f o r / # i ) 
e = turbulence energy dissipation 

rate 
(J,, = turbulent viscosity 

p = density 
a^, f7j = constants in k-e turbulence 

model 

Superscripts 

- = denotes mean value 
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Fig. 2 Experimental arrangement 

with the Standard set of constants: 

c^ = 0.09, Cci = 1.44, c,2 = 1.92, a^ = 1-0, Ue = 1.3. 

The solution of the above six equations was obtained using 
a finite-volume scheme. The basic formulation comprised a 
staggered mesh, hybrid differencing, a pressure-correction tech
nique and log-law based wall functions (see Koutmos and 
McGuirk, 1989a and Koutmos, 1985 for details). 

The flow within the lobes and mixing duct was predicted with 
the method of Koutmos and McGuirk (1989a). A nonaligned 
cylindrical polar grid covers the lobe geometry and its walls 
are represented in a piecewise planar approximation. The inter
section points between the surface and the mesh identify cells 
which lie inside or outside the flow. For cells intersected by the 
boundary the finite volume equations are suitably modified. The 
calculation of the mixer/nozzle system was divided into three 
stages. The lobe flow prediction (domains A and B, Fig. 3) 
was obtained first. The predicted fan and turbine exit fields were 
then used as inlet conditions for the mixing duct (Domain C). 
The second stage introduces a two-way coupling between do
mains A, B, and C; the static pressure field at the mixing duct 
inlet obtained previously is now used as downstream boundary 
condition in a re-calculation of the fan and turbine regions. The 

thus modified lobe exit conditions are used to re-calculate the 
mixing duct in the second stage. A third pass finally ensures 
convergence of the iterative coupling procedure. 

For the coplanar mixer, flow symmetry and geometric repeat
ability define a 15 deg solution domain from peak to guUey. A 
grid of 40*16*25 (r, 9, x) nodes (14,000 points) represented 
the lobe domain. A separate mesh of 40*16*25 (r, 6, x) nodes 
was used for the mixing duct. In the r-d plane lines were spaced 
every 1 deg while in the mixing duct an axial expansion of 
1.085 was maintained; the same r-6 node distribution was used 
to match the lobe/nozzle regions. In an effort to assess numeri
cal diffusion errors, grid refinement was undertaken and the 
QUICK differencing scheme (Leonard, 1979) was also used 
into the basic model. Its implementation into the standard 
method is described in Barata et al. (1989). For the present 
boundary wall treatment its application is restricted at cells 
internal to the flow and located one node away from the bound
ary node. The performance of the two schemes was evaluated 
by calculating the results obtained for a FAR of 0.7 both with 
the mesh described above and with a finer mesh (QUICK only) 
of 55*25*32 (r, 6, x) (for each region). Figure 4 displays 
predictions of the axial, radial, velocity, and turbulence energy 
profiles at stations b, a, and c, respectively. The hybrid scheme 

a b c 

\^''JL''l''^ 'J. ;zf̂ :̂4^<^ ZZZZZZZZZZl ZZZZ/Z, 2 
FAN FLOW = 0 p " ® 

(D TURBINE 
FLOW • = = > 

R=42.S 

SCALE I 1 mm 
0 10 

scarfed mixer profile 

Fig. 3 Model mixer geometries and measurement positions 
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Table 1 Characteristics of optical setup 

5 mW He-Ne laser \ = 632.8 nm 
Fringe separation (/̂ m) 3.037 
Intersection volume diameter at 1/ê  intensity 

(mm, in water) 0.101 
Intersection volume length at 1/ê  intensity (mm, 

water) 1.287 
Calculated number of fringes within 1/ê  intensity 

band with no frequency shift 34 

Table 2 Axial measurement positions 

xIR xlh 

a 
b 
c 
d 
e 
f 
g 

0.016 
0.062 
0.207 
0.523 
0.940 
1.357 
2.190 

0.039 
0.147 
0.494 
1.250 
2.244 
3.238 
5.227 

underestimates peak values but flow features are not obscured 
by false diffusion as implied by these comparisons. All signifi
cant variations seem adequately resolved by the mesh/scheme 
combination used to produce the present results. Nonetheless, 
a refined and/or boundary-fitted mesh may further improve 
predictions. 

Results and Discussion 

I Experiments. Figure 5 displays the centerline velocity 
and turbulence energy for both coplanar and scarfed mixers 
(FAR = 0.85) starting at the plug end. The velocity profile 
rises steeply from the plug vicinity reaching a near fully-devel
oped value by station g. In the opposite sense turbulence levels 
rapidly decay in the first half radius finally reaching lobe inlet 
levels. The scarfed model produces a quicker velocity develop
ment and 25 percent higher turbulence up to x/R = 1 . 5 giving 
the first indication of improved mixing. 

Profiles of the axial velocity and turbulence intensity are 
presented for the peak and gulley planes in Figs. 6(a, b) for 
the coplanar mixer (FAR = 0.85). Uniform levels are obtained 
for both turbine stream planes at station b. The fan flow acceler-

TROUGH 

2 5 - 1.C 

.4 

.2 

I- 0 

AO Ut/Ub, A < Klyii °* coP'fiar 
AA scarfed 

X|R 

Fig. 5 Centerline deveiopment of axiai velocity and turbulence energy 

ates over the lobe peak causing the local maximum (station b) 
and decelerates in the expanding trough producing a wake
like distribution. Slow mixing is observed initially with rapid 
changes appearing only by station d. The velocity deficit pre
viously seen at station c on the gulley plane is now identified 
on the peak plane suggesting circumferential transport and the 
presence of large scale crossflow. By station f azimuthal varia
tions have smoothed out with only a core of accelerating fluid 
persisting near the centerline. Uniform axial intensities are 
found at turbine exit while the local flow deceleration at the 
fan gulley gives rise to twice as high turbulence levels (station 
b) . The three-dimensionality of the turbulence field is indicated 
by the different distributions at station c; these high stresses are 
then circumferentially convected from gulley to peak by stations 
c and d. The turbulence structure achieves azimuthal uniformity 
only by station g. 

Figure 7 compares radial velocity profiles for the coplanar 
and scarfed mixer (FAR = 0.85). The coplanar mixer produces 
velocities of order 15 and 25 percent of the lobe inlet velocity at 
peak and gulley. Similar magnitudes were reported by Paterson 
(1984) for a full scale mixer. The expanding lobe and con
tracting plug shapes result in different peak and gulley profiles 
with the turbine flow being split outwards and inwards. By 
station g, strong upward and downward radial flows occupy the 
top 60 percent of the radius on the peak and gulley planes 
implying a counter-clockwise rotating axial vortex in the left 
half of the lobe (looking upstream). The comparisons in Fig. 
7 suggest that scarfing increases by about 25 percent the second
ary flows at the mixer exit and produces vortices of larger size 
with the steeper gulley penetration producing the stronger cross-
flow. Alternating deep and shallow gulleys set up radial flows 
of unequal strength and radial extent injecting vorticity and 
promoting mixing over a larger area. By station g radial veloci-

Fig. 4 Comparisons between tiybrid and QUICK differencing schemes 

O 0 0.S U/U|, 
SCALE I 1 

• 0 0.06 ^WUb 

Fig. 6 Velocity and turbulence intensity fields (coplanar model) (a) peak 
and (b) gulley 
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Fig. 7 Radial veiocity fieids for coplanar and scarfed model 

ties are reduced by 40 percent and the vortex extent there is 
one lobe height signifying the scaling of this circulation. 

Turbulence energy profiles are compared for the two mixers 
in Fig. 8 (due to plug obstruction the W stress was not measured 
at station c and was assumed equal to V). The highest off-axis 
k levels, in line with the long gulley trailing edge, are associated 
with generation in the shear layers formed as the two streams 
emanate from the lobes. The beneficial effects of scarfing on 
mixing can again be seen in the higher turbulence energy pro
duced by the scarfed model. 

II Computations. Figure 9 displays streakline plots of 
the predicted cross-flows at mixer exit (Fig. 9(a)) and in the 
mixing duct (Fig. 9(b)) for a FAR of 0.7. A clockwise rotating 
vortex (looking downstream) occupies the upper half of the 
sector (enlarged 4 times) with its center close to the lobe inter
face. 24 vortices are present at the mixer periphery. The vortex 
size is underestimated by 12 percent. 

Calculated and measured radial velocities are compared for 
the peak and gulley planes and for FARs of 0.7 and 0.85 in 
Figs. 10(a) and (b). Near the plug the radial flows are well 
predicted for both planes and FARs. The peak plane upward 
velocities are underpredicted by about 20 percent while near 
the gulley trailing edge secondary velocities are overpredicted 
by about 25 percent. The size of the vortical structure is repro
duced better at the initial stages and on the peak plane. At 
stations f, g its extent is underestimated and its strength is 

SCALE 0 0.01 k/Ub 

d 9 

PEAK 

Fig. 9 Predicted flow patterns at (a) lobe exit, (/>) mixing duct exit 

underpredicted by about 30 percent with discrepancy increasing 
for the most diffusive FAR (=0.7). 

Figure 11 (a, b) shows the predicted turbulence energy fields 
for the two FARs. The energy peak due to the strong shear near 
the gulley trailing edge (station c) is better resolved for the 
lower FAR case with the peak plane levels overpredicted by 
about 40 percent. It is noteworthy that the k-e model has ade
quately reproduced the azimuthal non-uniformities in the mix-

Turbulence energy fields for coplanar and scarfed model 
Fig. 10 Comparisons between measured and calculated radial veloci
ties (a) FAR = 0.7, (ft) FAR = 0.85 
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Fig. 11 Comparisons between measured and calculated turbulence en
ergies (a) FAR = 0.7, (b) FAR = 0.85 

ing region despite the significant anisotropics measured near 
the mixing plane. Rapid circumferential transport from gulley 
(station c) to peak (station d) is predicted as in the measure
ments but at a slower rate with agreement improving from 
station e onwards. The use of a low-Re-number model (within 
the context of a more refined or surface-fitted mesh) to resolve 
better the flows developing on the curved lobe surfaces may 
further improve predictions. 

Summary 
1. The isothermal three-dimensional velocity and turbu

lence fields inside the mixing region of two lobed mixers have 
been presented. The measurements provided information about 
mixing rates between fan and turbine streams, levels of three-
dimensionality in the mixing region and the development of the 
crossflows that characterize this mixer. 

2. Radial velocities of order 25 and 15 percent of the lobe 
inlet velocity were measured at the fan and turbine exits. These 
set up a strong axial vortex of the order of the lobe height. 
Radial velocities were reduced by 40 percent within 5.2 lobe 
heights downstream of the lobe exit. 

3. The introduction of scarfing increased radial velocities 
by 26-30 percent. Variable penetration gulleys helped to set 
up two adjacent vortices per lobe with unequal strength, size 
and radial position. Interaction between these two vortices re
sulted in a uniform pair within 5.2 lobe heights. 

4. Moderate turbulence levels were generated through the 
mixing region with maximum values of 4 percent of Ul found 
in the shear layers in line with the long gulley; these decayed 
to 1 percent of Ul at the duct exit. 

5. A finite-volume procedure (Koutmos and McGuirk, 
1989a) has been used to compute the coplanar lobe flows. This 

prediction provided the necessary inlet conditions for the mixing 
duct calculation. The method adequately reproduced the stream-
wise vorticity generated on exit from the lobes. Comparisons 
between measurements and calculations suggested good qualita
tive agreement with maximum discrepancies of order 20 per
cent. 
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Numerical Simulation of the 
Effects of Rotor-Stator Spacing 
and Wake/Blade Count Ratio on 
Turbomachinery Unsteady Flows 
A two-dimensional time-accurate Navier-Stokes solver for incompressible flows is 
used to simulate the ejfects of the axial spacing between an upstream rotor and a 
stator, and the wake/blade count ratio on turbomachinery unsteady flows. The code 
uses a pressure-based method. A low-Reynolds number two-equation turbulence 
model is incorporated to account for the turbulence effect. By computing cases with 
different spacing between an upstream rotor wake and a stator, the effect of the 
spacing is simulated. Wake/blade count ratio effect is simulated by varying the number 
of rotor wakes in one stator passage at the computational inlet plane. Results on 
surface pressure, unsteady velocity vectors, blade boundary layer profiles, rotor wake 
decay and loss coefficient for all the cases are interpreted. It is found that the 
unsteadiness in the stator blade passage increases with a decrease in the blade row 
spacing and a decrease in the wake/blade count ratio. The reduced frequency effect is 
dominant in the wake/blade count ratio simulation. The time averaged loss coefficient 
increases with a decrease in the axial blade row spacing and an increase in the 
wake/blade count ratio. 

Introduction 

Turbomachinery flows are inherently unsteady. Two major 
sources of unsteadiness are potential interaction of blade rows 
and wake/blade interaction. Unsteadiness could also arise from 
the vortex shedding, turbulence fluctuation, tip vortex, and sec
ondary flow. 

Recent trends in the design of turbomachinery are toward 
closer axial spacing of blade rows, increased blade loading, and 
fewer blade rows. This results in increased unsteadiness and 
interactions between the rotor and the'stator. Understanding the 
source of these unsteady flows and their dependency on flow and 
geometrical variables, and their effects on the turbomachinery 
performance are vital for improving the performance and design 
that includes these unsteady effects. The unsteady flow effects 
depend on the upstream wake profile, blade loading, blade row 
spacing, rotor/stator blade count, blade geometry of the rotor 
and the stator, Mach number, Reynolds number, freestream tur
bulence, and the endwall boundary layers. The emphasis hith
erto has been to understand the potential effect and viscous 
interaction effect. With the maturity of computational codes, 
parametric study can now be carried out with confidence. 

In the past decade, there have been many investigations on 
the computation of unsteady flows in turbomachinery. Based 
on the fundamental equations used, the investigations fall into 
three categories: (1) inviscid Euler analysis (e.g., Giles, 1990); 
(2) coupled inviscid/viscous analysis (e.g.. Fan and Lakshminar
ayana, 1994); (3) full viscous analysis (e.g., Rai, 1987; Ho 
and Lakshminarayana, 1995). Generally, all three methods can 
predict the unsteady blade pressure fluctuations reasonably well. 
The major shortcoming of the first two methods is that neither 
method allows the physical decay of the upstream wake, both 
upstream of the leading edge and inside the blade passage. The 
decay of the upstream wake and its interaction with the viscous 
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flow in the downstream passage necessitates the use of a Navier-
Stokes procedure. 

One of the major concerns of the designer is the aerodynamic 
loss and efficiency, due to both the blade boundary layer and 
the upstream wake. Major objectives of this paper are to investi
gate the effects of blade row spacing and the rotor/stator blade 
count on the unsteady pressure, flow field and losses, including 
accurate prediction of the wake transport and its properties as 
it progresses from upstream of the blade row to the downstream. 
The emphasis is not only on the flow physics, but also on the 
loss generating mechanism. The losses generated upstream of 
the blade and inside the passage are of interest. 

Numerical Approacli 

Detailed information on the governing equations and the nu
merical procedures employed in this paper can be found in 
Basson and Lakshminarayana (1994) and Ho and Lakshminara
yana (1995). This unsteady two-dimensional, incompressible 
Navier-Stokes solver uses the SIMPLE type pressure-based 
method. Chien's (1982) low-Reynolds-number form of the two-
equation model is used to capture the turbulence effects. In 
order to stabilize the second order central difference scheme 
used for the momentum equations, the second and fourth order 
artificial dissipation terms are added. 

The numerical scheme is the PISO scheme by Issa (1985) 
coupled with the fi-factor scheme by Van Doormaal and 
Raithby (1984). A control volume approach is used in the dis
cretization procedures for the system of governing equations 
and the resulting equations are solved by an ADl scheme. Proper 
choice of optimum grid size and the artificial dissipation coeffi
cients is crucial for accurate prediction of the unsteady flow. The 
coefficients of the artificial dissipation are limited to minimum 
values to maintain a stable and convergent solution. Details on 
the numerical procedure, optimization of grid and selection of 
artificial dissipation coefficients can be found in Ho and Laksh
minarayana (1995). 
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Fig. 1 Inlet velocity profiles for cases 1 to 4 (linear interpolation from 
data of Stauter et al., 1991 at 36 percent axial chord upstream of the 
stator) 
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Fig. 2 Rotor wake profile at 13 percent axial chord upstream of the 
stator 

Simulation Test Case 
The mid-span section of the second stage stator of a two-

stage compressor at the United Technologies Research Center 
(Stauter et al., 1991) is chosen as the test case for the simula
tions. The second stage stator and its upstream rotor has 44 
blades in each row. The hub/tip ratio is 0.8 with a tip radius of 
0.76 m. Rotation speed of the upstream rotor is 650 rpm. The 
compressor is operated at a flow coefficient of 0.51 and Reyn
olds number based on the stator blade chord length is 2.5 X 
10^ The corresponding reduced frequency w, is 8.48. Stauter 
et al. (1991) measured the rotor wake profile at 8 percent axial 
chord downstream of the rotor trailing edge using a Laser Dopp-
ler Velocimeter. Using this profile as the inlet condition, Ho 
and Lakshminarayana (1995) computed the stator unsteady flow 
field and validated the code against these data. In this paper, 
the same geometry is used while certain parameters are varied 
in order to simulate the effects of axial gap and the wake/blade 
count ratio. For the sake of brevity, only representative results 
are shown in this paper. For example, the unsteady pressure are 
shown on the suction surface only. For complete details, see 
Yu (1996). 

The measured wake profile (Stauter et al., 1991) at 8 percent 
axial chord downstream of the rotor (36 percent of axial chord 
upstream of the stator) for a spacing of 0.44 Ĉ  is shown in 
Fig. 1. At this measuring plane, the maximum angle variation 
across the rotor wake is 22°. The predicted velocities at 13 
percent axial chord upstream of the stator leading edge show 
considerable decay of the wake, with angle changes of 10° (Fig. 
2). The total velocity defect in the wake at both 44 percent of 
the axial chord and 13 percent of the axial chord upstream is 
small. The measured and predicted wake profiles are in good 
agreement. The major effect here is the change in the flow angle 
due to a "jet" type of profile in the tangential gust and the 
"wake" type of profile for the axial velocity gust, and the 
resulting unsteady incidence to the stator. 

The simulation includes this case (s/C^ ~ 0.44) as well as 
s/C, = 0.8 and 0.3. The case with s/C^ = 0.8 is simulated by 
moving the same wake, as in Fig. 1, to 72 percent axial chord 
upstream. Likewise s/C^ = 0.3 is simulated by moving the wake 
closer to the stator blade at 0.22 C,. In all cases the wake is 
located at 0.08 C, downstream of the rotor. 

The characteristics of the wake for various simulation cases 
are shown in Table 1 for the spacing effect simulation and Table 

Nomenclature 

C = chord of the stator 
Cf = skin friction coefficient = rj 

(0.5 pVi) 
Cp = pressure coefficient = (p -

p,e)/(0.5 pUi) 
Cj = axial chord of the stator 

Fj, Fy = axial and tangential compo
nents of total aerodynamic 
force on the blade 

FtuFyl = = F^llFxQlFyllFyO 
n = coordinate normal to the blade 

surface 
p = static pressure 

Po = total pressure 
<̂,,avg = passage and mass averaged 

time mean total pressure 
r = rotor wake/stator blade count 

ratio 
s = axial spacing between rotor 

and stator 
t = time 

T = upstream rotor wake passing 
period 

u,v = axial and tangential velocity 
U — total flow velocity 

Urn = blade speed at mid radius 
w = relative tangential velocity 
X = axial coordinate (x = 0 is the stator 

leading edge) 
Xr = distance between stator computa

tional inlet plane and rotor trailing 
edge 

Xin = distance between stator computa
tional inlet plane and stator leading 
edge 

y = tangential coordinate/distance nor
mal to the blade 

a = absolute flow angle measured from 
the axial direction 

6 = boundary layer thickness 
^ = loss coefficient = {Poi,ygm - ^oavg)/ 

(0.5 pVi) 

^ - momentum thickness, = JJ^ (U/ 

U,) (1 - (U/U,)dn 
p = density of fluid 

T„ = wall shear stress 
(p = phase angle (with reference to in

let wake) 
n = vorticity normalized by UJC 
uj = upstream rotor wake passing fre

quency 
ujr = reduced frequency = 0.5 uiC/U^ 

Subscripts 

00 = upstream value 
0,1,2 = time mean value, first, and 

second harmonic 
d = maximum defect or variation 

exit = stator computational exit plane 
e = freestream or edge value 

le,te = leading edge, trailing edge 
in = inlet of stator computational 

domain 
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Table 1 Test cases for blade row spacing effect simulations 

Case 

1 
2 
3 
4 

Xr/C, 

0.08 
0.08 
0.08 
0.08 

•^in '^x 

0.72 
0.36 
0.22 
0.36 

s/C, 

0.80 
0.44 
0.30 
0.44 

Uj/Ug 

0.52 
0.52 
0.52 
0.0 

vjv. 

0.24 
0.24 
0.24 
0.0 

u,/u. 

0.06 
0.06 
0.06 
0.0 

Ud-O!, 

22° 
22° 
22° 
0° 

r 

1 
1 
1 
0 

Case 5; Steady-state run for the second stage rotor to predict the decay 
of wake downstream of the rotor in the absence of the stator. 

2 for the wake/blade count simulation. The wake/blade count 
simulation effect is carried out for the actual geometry measured 
by Stauter et al. (1991). The configuration, inlet plane and the 
notations used are shown in Fig. 3. 

Effect of Axial Spacing Between Blade Rows 
As mentioned earlier, the rotor location is changed to simulate 

the effects of rotor/stator spacing (Table 1, Fig. 3). The mea
sured wake profile is assumed to be the same as that shown in 
Fig. 1 for 0.44 Q spacing. This neglects the effect of the stator 
pressure field on the rotor viscous flow field. The effects of the 
stator pressure field on the rotor wake are included from the 
measurement plane onwards. Thus the unsteadiness caused by 
the stator on the rotor wake (moving gust) is included. 

In the present simulation study, the effect of varying turbu
lence intensity across the wake is not included. A 9 percent 
turbulence intensity is used as suggested by Stauter et al. (1991). 
To capture the wake decay and the unsteady viscous flow 
through the stator passage accurately, 200 X 96 grid points are 
used with 61 grids upstream and 72 grids inside the passage; 
except for case 1 which has a longer inlet, where the correspond
ing numbers are 81 and 62, respectively. 

Unsteady Blade Pressure and Velocity Field. The time-
averaged blade pressures are found to be nearly identical to the 
steady state pressure for all the cases. The unsteady pressures 
on the blade surface are Fourier decomposed to derive the first 
and second harmonic components, which are normalized by the 
tangential gust amplitude Ui, 

C = 
pv,U„ 

i= 1,2 (1) 

The chordwise distribution of the first harmonic of the un
steady pressure on the suction surface is shown in Fig. 4. The 
value of Cpi decreases, as expected, as the spacing is increased. 
On the pressure surface, the distribution of the first harmonic 
has the same trend with smaller rnagnitude. Hence, the pressure 
fluctuation on the blade, especially in the leading edge region, 
is higher for smaller blade row spacing. This is supported by 
the unsteady velocity distribution shown in Fig. 5, which is a 
snap shot of the unsteady velocity corresponding to the maxi
mum unsteady pressure fluctuations for cases 1 and 3. The 
vectors shown are the difference between the instantaneous ve
locity vector and the time-mean velocity vector. 

The unsteady velocity vectors for s/C^ = 0.8 and 0.3, indicate 
that the velocity fluctuations are larger for the latter case. As 
indicated by several earlier investigators, the passage of wake 
results in two counter rotating vortices on either side, clockwise 
on the leading edge of the wake and anticlockwise on the trailing 
side of the wake. Before the wake impinges on the leading 

Table 2 Test cases 

Case Xr/C^ Xi„/c^ 

2 0.08 0.36 
6 0.08 0.36 
7 0.08 0.36 

for wake/blade count effect simulations 

s/C, 

0.44 
0.44 
0.44 

ujuc 

0.52 
0.52 
0.51 

vJVe 

0.24 
0.22 
0.22 

UJU, 

0.06 
0.08 
0.09 

"rf-ffe r 

22° 1 
22° 2 
22° 3 

Fig. 3 The second stage rotor and stator blade setting used as the test 
case 

edge the incidence decreases, increases near the impingement 
location and decreases again after its passage. 

The magnitude of the unsteady pressure decreases rapidly 
(Fig. 4) with distance from the leading edge and this is caused 
by the guidance of the flow by the blade. A decrease in the 
streamwise velocity is predicted in the leading edge area on the 
suction surface with the arrival of the wake, corresponding to 
an increase in the local incidence and a decrease in the static 
pressure. Two distinct phenomena are responsible for large un
steady pressure near the leading edge, one of them is the inci
dence change (Fig. 5), the other is deceleration and acceleration 
of the flow near the blade surface during the passage of the 
wake. 

The unsteady pressure and flow field downstream of the lead
ing edge is strongly affected by the recirculation or the vortex 
pattern. This is clear from the unsteady velocity vectors shown 
in Figs. 5, as well as vorticity {U = (du/dy - dv/dx)/(UJQ, 
where counter clockwise vorticity is positive) contours shown 
in Fig. 6. Large positive and negative vorticity is present on 
either side of the wake centerline and the vorticity associated 
with the wake decays rapidly downstream. The vorticity and 
recirculation pattern is the major source of unsteadiness in the 
pressure downstream of the leading edge. On the suction sur
face, the clockwise vortex on the leading side of the wake tends 
to decrease the local instantaneous velocity and increase the 
static pressure on the suction surface, while the counter-clock
wise vortex on the traihng side of the wake tends to increase 
the local instantaneous velocity and decrease the static pressure. 
In addition, due to the orientation of the wake with respect to 
the blade surface, the streamwise component of the unsteady 
velocity inside the wake is in the opposite direction to the 
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Fig. 4 The first Fourier component of the suction surface unsteady pres
sure distribution, Cp„ (a) magnitude, {b) phase angle 
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case 1: s/C.=0.80 

Fig. 5 Unsteady velocity vector t/(f) - UQ: (a) case 1: s/C, 
tn = 0.80 (fa) case 2: sICy = 0.44 at tIT = 0.75 

0.80 at 

mainstream. This amplifies the effects of the clockwise vortex. 
The hump on the suction side (Fig. 4) in the 20-30 percent 
chordwise location is caused by this effect. 

Cp, is very small on the suction side very near the trailing 
edge. This is because of the flow separation. The inception of 
the separation occurs approximately between 82-90 percent 
chord, the larger spacing case has a larger flow separation re
gion. This seems to indicate that larger unsteadiness in the flow 
delays separation. The pressure fluctuations are much smaller 
in the separated region. 

It is clear from unsteady velocity vectors and vortices (Figs. 
5 and 6) that the vortices upstream and downstream of the wake 
centerline are much weaker for the larger spacing. Case 1, with 
the largest gap, has the smallest hump in Cpi near 20-30 percent 
chord (Fig. 4). 

Large variations of the phase angle at and near the leading 
edge for various blade row spacing (Fig. Aib)) are caused by 
the differences in the convective time for these cases. Larger 
rotor/stator spacing requires longer time, hence, larger phase 
angle difference. The phase angles in regions of very low ampli
tude fluctuations (e.g., trailing edge regions) are not accurate. 

The second harmonic of the pressure fluctuations on the suc
tion surface are plotted in Fig. 7 (see Yu, 1996, for results on 
the pressure surface). The magnitude of the second harmonic 
for the larger gap is much smaller. This is consistent with the 
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Fig. 7 The second Fourier component of the suction surface unsteady 
pressure distribution, Cp2, (a) magnitude, (fa) phase angle 

decay characteristics of the wake, as the first harmonic domi
nates in the far wake profile. Surprisingly, case 2, with wake 
farther upstream, has higher magnitudes than case 3 on the 
suction surface. This may have been caused by the non-linear 
effects, shift in energy from lower to higher harmonics. The 
second harmonic of the phase angle differences are similar to 
those of the first harmonic (Fig. l{b)). Once again, the scatter 
in the phase angle distribution on the pressure surface is due to 
low amplitudes of unsteady pressure and the associated inaccu
racy. 

The axial and tangential components of the total unsteady 
aerodynamic forces (first harmonic) for various cases investi
gated are shown and compared with Gallus et al.'s (1982) data 
in Fig. 8. It should be emphasized here that the blade geometry, 
configurations used in the test case here are very different from 
the geometry used by Gallus et al. The comparison is shown 
mainly to confirm the qualitative trend and not the magnitude. 
The agreement with the data is reasonably good for the tangen
tial force fluctuations. The trend as well as magnitude are pre
dicted well. The agreement with the axial force fluctuations is 
not good. The predicted value of F î is much smaller than the 
data of Gallus et al.. The measurement indicated that the force 
fluctuations are large in the region of sIC^ = 0.05 to 0.2. This 
region is dominated by both the potential effect (unsteady pres
sure interaction) and the viscous wake effect. Resolution of flow 
in this region has to be carried out with a multistage code, 
where the rotor and the stator flow is solved simultaneously. 
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Fig. 8 The first Fourier harmonic of the unsteady total blade force as a 
Fig. 6 Unsteady vorticity il{t) - HQ contours: (a) case 1: s/C< = 0.80 at function of the spacing, s/C,. (a) axial component, (fa) tangential compo-
t/T = 0.80 (fa) case 2: s/C, = 0.44 at t/T = 0.75 nent 
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Fig. 9 momentum thickness on the suction surface, 0IC, (a) time mean, 
(b) first harmonic, (c) second harmonic 
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f 

• caw 1: S/C,s0.80 
( b ) caso 2; s/C,i0.44 

case 3: S/C,B0.30 

•— case 6: case 2 without stator 
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(x-x,„)/C, 
0.8 

Fig. 11 Decay characteristics of the upstream rotor wal<e (a) axial veioc-
ity defect, (b) maximum relative tangential velocity variation across the 
wake 

Steady and Unsteady Blade Boundary Layer. The har
monic content of the momentum thickness 6 is shown in Fig. 
9. The time averaged values are not significantly different. Near 
the trailing edge, maximum values of ô occur for the closest 
blade row spacing. This is clear evidence that the profile losses 
are higher for closer blade spacing. It should be cautioned here 
that this conclusion is valid when there is no transition. 

The first harmonic of the amplitude of the momentum thick
ness 9\, shows that the smallest spacing has the maximum am
plitude, the amplitude of fluctuations are of the order of 5 per
cent of the time averaged value near the trailing edge. A similar 
trend is observed in the second harmonic, with the exception 
that case 2 (0.44 G spacing) has a higher second harmonic 
component, which is consistent with the predicted second har
monic of unsteady pressure distribution (see Fig. 7). Further
more, the first and second harmonic of momentum thickness 
are of the same order of magnitude and as expected, the second 
harmonic content is more sensitive to the spacing effect. This 
can be explained on the basis of momentum and energy trans
port from the first component to the second component as the 
wakes become more shallow and wider during the transport 
through the blade row. 

The harmonic content of the skin friction coefficient on the 
suction surface is shown in Fig. 10. The differences in C^ are 
small, except in the trailing region. Flow separation occurs near 
the trailing edge for the large blade row spacing and disappears 
for the smaller spacing. This is consistent with the observations 
made earlier. The prediction also indicates that this flow is fully 
turbulent. This is due to high turbulence levels at the inlet (9 

. . (a) 

Vb) 

: (c) 

case 2: «/C^«0.44 

0.0 0.5 1.0 
fraction of chord, x/C, 

percent). The smallest spacing has the maximum effect on the 
first and the second harmonic of Cf. It should also be observed 
that both the first and second harmonics are of nearly the same 
order of magnitude, especially for closer spacing. 

Rotor Wake Decay and Loss Coefficient. The wake decay 
characteristics are plotted in Fig. 11. The rate of decay of the 
wake (in the rotor reference frame) is nearly identical for all 
three cases of the spacing effect simulation. The rotor wake 
decays faster when there is stator downstream of the rotor and 
this is caused by the potential interaction. The mechanism re
sponsible for the faster decay of the wake is the unsteadiness 
in the wake profile introduced by the stator-rotor interaction. 
This indicates that the unsteady interaction between the rotor 
and the stator increases the rate of rotor wake decay. 

The aerodynamic loss coefficient is evaluated from the equa
tion 

C = (Po g)/5 PVI (2) 

where Pu.avg is the local passage averaged time mean stagnation 
pressure and P„,mgj„ is P„.„vg at the computational inlet plane. 
The passage averaged time mean total pressure is defined as: 

Po.^,e = J P„Uody / \ uody (3) 

Fig. 10 Skin friction coefficient on the suction surface, Cr (a) time mean, 
(b) first harmonic, (c) second harmonic 

where p and s stands for pressure and suction surfaces. The 
distribution of loss should provide information on the losses 
due to wake decay upstream, inside the passage and its effect 
on profile losses on the blade surfaces. 

The loss predictions upstream of the stator are shown for five 
cases in Fig. 12(a). The additional cases are stator with uniform 
flow (case 4), and rotor wake flow without stator (case 5). 
A comparison of these cases should provide information on 
additional losses arising from the wake decay and the loss mech
anisms upstream and downstream of the stator leading edge. 
The losses upstream are mainly caused by wake decay. The 
loss for case 4, is insignificant upstream of the stator, which 
indicates that the numerical dissipation is very small in these 
computations. The interesting feature to observe is the effect of 
the stator on wake losses. The presence of the stator decreases 
the rotor wake defect. This is clearly evident by comparing case 
2 and 5, the latter without a stator. The losses are higher for 
case 2 as compared with case 5 due to faster decay of the wake 
and unsteadiness caused by the stator pressure field. The trend 
in losses observed for cases 1, 2, and 3 are as expected. The 
losses are highest for case 1, which is located far upstream of 
the stator, hence, losses due to wake decay are higher. The 
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w 
caBe1:x/C^s0.80 
casa 2: x/C,=0.44 
MS«3:ltfC^0.30 

ca8e4:nowake 
case 5: case 2 without itator 

0.5 

fraction of chord, x/c. 

Fig. 12 Distribution of the loss coefficient (a) upstream of the stator 
leading edge (b) Inside the stator blade passage 

losses very near the leading edge are not accurate due to errors 
in interpolating the results, hence losses are shown only up 7 
percent axial chord upstream of the stator. 

The losses inside the passage are shown in Fig. 12(b). This 
should provide information on the losses due to the wake decay 
and change in profile losses due to the passing of the wake 
inside the passage. This would not include the wake losses 
upstream of the stator. Case 3, with the closest blade row spac
ing has the highest losses. The increase in loss is much higher 
than the losses due to wake decay in the absence of a stator. 
Thus the non-linear and interaction effects increase losses due 
to upstream wakes. In addition, the smallest blade row spacing 
with the largest velocity defect, causes the highest losses due 
to the presence of strong counter-rotating vortices (Fig. 5(b). 
This is also responsible for additional losses. The total losses 
due to wake decay alone (case without stator) is lower than the 
increase in losses (from steady state case) for case 2. 

The total loss coefficient at the exit plane of the stator for all 
the cases is shown in Fig. 13. The total losses include the loss 
from the computational inlet plane to the exit of the stator, and 
thus include losses due to the decay of the wake both upstream 
and inside the passage. The losses upstream of the blade leading 
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Fig. 13 Loss coefficient at the exit of the stator as a function of spacing. 

Fig. 14 The first Fourier component of the suction surface unsteady 
pressure distribution, Cp„ (a) magnitude, (b) phase angle 

edge are small compared with the losses inside the blade pas
sage. As indicated earlier, the difference between case 1, 2, 3, 
and 4 represents additional losses due to wake decay inside the 
passage and the losses due to the interaction of the wake with 
the viscous layers inside the stator passage, this being highest 
for case 3 with the closest spacing. The total losses for cases 
l ( i /C = 0.80) and 2(s/C^ = 0.44) are smaller than the sum of 
total losses for cases 4 and 5. At these range of spacing between 
rotor and stator, the unsteadiness of the flow decreases the total 
loss very slightly. But when the spacing between rotor and 
stator goes smaller as in case 3, the total losses is found to be 
larger than the sum of losses for cases 4 and 5. 

Effect of Wake/Blade Count Ratio 
The ratio of rotor wake/stator blade count (r) is a significant 

parameter in the evaluation of aeromechanical and aeroacoustic 
performance of turbomachinery. The effect of r on unsteady 
performance is evaluated for r = 1,2,3. The wake/blade count 
ratio (r) is varied by incorporating two and three wakes within 
one stator passage upstream. The time averaged properties are 
kept identical for all these cases by increasing the freestream 
velocities to keep the same mass flow and average flow inlet 
angles (Table 2). By doing so, the time mean pressure distribu
tion on the stator blade is kept the same. 

The effect of the wake/blade count is two-fold. One is the 
effect of the reduced frequency. It is well known that an increase 
in the reduced frequency (Ur = O.SuiC/U^) decreases the un
steady pressure. The other effect is mainly caused by viscous 
and turbulence effects, and disturbance to the flow field caused 
by larger number of wakes, counter rotating vortices and the 
associated losses. 

The first harmonic content of the unsteady pressure on the 
suction surface is shown in Fig. 14. It is clear that the unsteady 
pressure near the leading edge decreases with an increase in the 
wake/blade count or an increase in the reduced frequency. The 
unsteady flow vectors for cases 7 and 8, shown in Figs. 15(a) 
and 15(b), respectively, clearly reveal the interaction effects 
inside the passage. The wakes at higher blade count (r) decay 
more rapidly due to mutual interaction, hence, the lowest blade 
count should have the largest influence inside the passage away 
from the leading edge. This is clear from Fig. 14(fl). The un
steady pressure decreases inside the passage (beyond 0.25C^) 
with an increase in the wake/blade count due to a decreased 
disturbance caused by the wake. As explained earlier, the inter
action vortices located on either side of the wake centerline 
generate the humps in the unsteady pressure distribution. These 
effects increase with an increase in r in the region 10-25 percent 
of chord as revealed in Figs. 14 and 15. This accounts for nearly 
similar values for Cp at these locations. There are opposing 

644 / Vol. 117, DECEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(b) case 7 r̂ 3 0 

\ 
(a)case6:r=2.0 

Fig. 15 Unsteady velocity vector U[t) - Uo'. (a) case 6: r = 2.0 at 
t/T = 0.15 (b) case 7: r = 3.0 at t/T = 0.15 

mechanisms here. Higher reduced frequency reduces the un
steady pressure near the leading edge, but generates a larger 
number of interaction vortices, especially up to about the quarter 
chord point, thus increasing the unsteady pressure in this region. 
The appearance of the large number of humps in C,, distribution 
at higher r is due to the presence of a larger number of wakes. 
The phase angle distribution is nearly identical for all cases and 
the prediction beyond x/C^ = 0.65 is not accurate due to the 
low amplitude of fluctuations. 

Steady and Unsteady Boundary Layer and Losses. The 
harmonic content of unsteady momentum thickness 6 on the 
suction surface for various ratios of r, are plotted in Fig. 16. 
Even though the differences are not significant, the smallest 
wake^lade count ratio has the highest time-averaged momen
tum thickness and this is consistent with the highest unsteady 
pressure and largest flow disturbance caused (especially beyond 
x/Cx = 0.25) at this wake/blade count ratio. This also confirms 
the earlier conclusion that larger unsteadiness results in higher 
time-averaged losses. The first harmonic, 9i, is higher for r = 
1 beyond x/C^ = 0.25, this again is consistent with the distribu
tion of the first harmonic of unsteady pressure shown in Fig. 
14(a). The second harmonic, 62, is the highest for r = 1, and 
this is attributed to the slower decay of the wake inside the 
passage for this case (compare Figs. 5(b) and 15(b)). 

The chordwise distribution of aerodynamic loss is shown in 
Fig. 17. The increase in aerodynamic losses with an increase 
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Fig. 16 momentum thickness on the suction surface, d/C. (a) time mean, 
(b) first harmonic, (c) second harmonic 

Fig. 17 Distribution of the ioss coefficient, (a) upstream of the stator 
ieading edge (b) inside the stator blade passage 

in the ratio r upstream of the leading edge and inside the passage 
is as expected. From the computational inlet plane to the leading 
edge, the losses increase almost exactly in proportion to the 
number of wakes. The losses inside the passage increases with 
an increase in the wake/blade count ratio. The total losses at 
the exit plane of the stator increase substantially with an increase 
in the wakeA)lade count. This is mainly caused by the losses 
due to the increased number of rotor wakes inside the stator 
passage. Furthermore, the losses at all wake/blade count ratios 
are higher than the steady state value. Hence, the aerodynamic 
losses increase due to rotor-stator interaction, which strongly 
depends on the wake/blade count ratio. 

Concluding Remarks 

The simulation study carried out in this paper using a Navier-
Stokes solver has provided useful information on the effect of 
rotor-stator blade row spacing and the rotor/stator blade count 
ratio on the turbomachinery unsteady flows. A decrease in the 
rotor-stator blade row spacing increases the unsteady pressure 
on the blade. This is mainly caused by the decay of the wake 
upstream of the stator. The nonlinear effects and variations in 
the harmonic content are captured by the Navier-Stokes code. 
The unsteady flow field data (unsteady velocity and vorticity) 
indicate that additional mechanisms are responsible for the un
steady pressure and flow field variation inside the passage. The 
loss mechanisms include: (1) losses due to the decay of the 
wake upstream of the blade row; (2) losses due to the decay of 
the wake inside the passage, including modification of the wake 
profile by the stator pressure field; and (3) the blade profile 
losses, which are affected by the passage of the wake. The loss 
budget for various blade row spacings are evaluated. The losses 
are the highest for the smallest blade row spacing, and they are 
higher than the steady state case for all the cases investigated. 

The wake/blade count ratio effect is dominated by the re
duced frequency effect near the leading edge. The wake interac
tion and vortex formation has a major influence in the 10-25 
percent chord region. Beyond this region, the smallest wake/ 
blade count ratio has the most pronounced influence on the 
unsteady flow and pressure field. The increased interaction ef
fect at higher wake/blade count ratio results in a more rapid 
decay of the wake, thus reducing the influence of the wake 
beyond the 25 percent chord location. The losses increase sig
nificantly as the wake/blade count is increased. This increase is 
mainly brought about by the increased number of wakes and 
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the losses associated with their decay upstream and inside the 
blade passage. 

Acknowledgment 
This work is supported by the Office of Naval Research under 

Contract No. N00014-90-J1182 with J. Fein as the contract 
monitor. The authors are thankful to Y.-H. Ho for assistance 
with the code and useful comments. Dr. D. E. Thompson pro
vided valuable suggestions during the course of this work. The 
authors also would like to acknowledge NASA for providing 
the supercomputing resources at the NAS Facility at NASA 
Ames Research Center. 

References 
Basson, A. H,, and Lakshminarayana, B,, 1994, "An Artificial Dissipation 

Formulation for a Semi-Implicit Pressure Based Scheme for Viscous and Inviscid 
Flows," International Journal of Computational Fluid Dynamics, Voi. 2, p. 253. 

Chien, K,-Y., 1982, "Prediction of Channel and Boundary-Layer Flows with 
a Low-Reynolds Number Turbulence Model," AIAA Journal, Vol. 20, No. 1, pp. 
33-38. 

Fan, S., and Lakshminarayana, B., 1994, "Computation and Simulation of 
Wake-Generated Unsteady Pressure and Boundary Layers in Cascades, Part 1: 
Description of the Approach and Validation, Part 2; Simulation of Unsteady 
Boundary Layer Flow Physics," ASME Papers 94-GT-140 and 141. 

Gallus, H. E., GroUius, H., and Lambertz, J., 1982, "The Influence of Blade 
Number Ratio and Blade Row Spacing on Axial-Flow Compressor Stator Blade 
Dynamic Load and Stage Sound Pressure Level," ASME Journal of Engineering 
for Power, Vol. 104, pp. 633-641. 

Giles, M. B., 1990, "Stator-Rotor Interaction in a Transonic Turbine," Journal 
of Propulsion and Power, Vol. 6, pp 621-627. 

Ho, Y.-H., and Lakshminarayana, B., 1995, "Computation of Unsteady Viscous 
Flow Through Turhomachinery Blade Row Due to Upstream Rotor Wakes," 
ASME Journal of Turhomachinery, Vol, 117, Oct. 

Issa, R. I., 1985, "Solution of the Implicitly Discretised Fluid Flow Equations 
by Operator-Splitting," Journal of Computational Physics, Vol. 62, pp. 40-65. 

Rai, M. M., 1987, "Navier-Stokes Simulations of Rotor-Stator Interaction Us
ing Patched and Overlaid Grids," Journal of Propulsion and Power, Vol. 3, pp. 
387-396. 

Stauter, R. D., Dring, R. P. and Carta, F. 0„ 1991, "Temporally and Spatially 
Resolved Flow in a Two-Stage Axial Compressor, Part 1: Experiment," ASME 
Journal of Turhomachinery, Vol, 113, p. 219. 

Van Doormaal, J. P., and Raithby, G. D., 1984, "Enhancement of the SIMPLE 
Method for Predicting Incompressible Fluid Flows," Numerical Heat Transfer, 
Vol. 7, pp. 147-163. 

Yu, W.-S., 1996, "Numerical Simulation of 3D Unsteady Turbulent Flows 
through Turhomachinery including Rotor-Stalor Interaction," PhD thesis (in prep
aration). The Pennsylvania State University. 

646 / Vol. 117, DECEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. Arnone 
Department ot Energy Engineering, 

University of Florence, Via S. Marta, 3, 
50139 Florence, Italy 

R. Pacciani 
Institute of Energetics, 
University of Perugia, 

Perugia, Italy 

A. Sestini 
Department of Energy Engineering, 

University of Florence, 
Florence, Italy 

Multigrid Computations of 
Unsteady Rotor-Stator 
Interaction Using the 
Navier-Stokes Equations 
A Navier-Stokes time-accurate solver has been extended to the analysis of unsteady 
rotor-stator interaction. In the proposed method, a fully-implicit time discretization 
is used to remove stability limitations. A four-stage Runge-Kutta scheme is used in 
conjunction with several accelerating techniques typical of steady-state solvers, in
stead of traditional time-expensive factorizations. Those accelerating strategies in
clude local time stepping, residual smoothing, and multigrid. Direct interpolation of 
the conservative variables is used to handle the interfaces between blade rows. Two-
dimensional viscous calculations of unsteady rotor-stator interaction in a modern 
gas turbine stage are presented to check for the capability of the procedure. 

Introduction 

One of the most challenging aspects in turbomachinery de
sign and analysis is the extensive use of Computational Fluid 
Dynamics (CFD). With the recent evolution of computer per
formance, scientists are encouraged to look more and more at 
realistic simulations of the various components. Aspects like 
heat transfer, secondary flows, leakage flow, and radial mixing 
can be predicted on the basis of viscous procedures. In the last 
few years, several schemes have been developed for predicting 
three-dimensional viscous flows through an isolated blade row 
(i.e., Subramanian and Bozzola, 1987; Chima and Yokota, 
1988; Choi and Knight, 1988; Davis et al., 1988; Hah, 1989; 
Nakahashietal., 1989; Weber and Delaney, 1991;Dawes, 1991; 
Jennions and Turner, 1992; Arnone, 1993). Lately, important 
steps have also been made in the analysis of a multistage envi
ronment (i.e., Ni et al., 1989; Adamczyk et al., 1990; Dawes, 
1990), and viscous computations based on the Navier-Stokes 
equations have become feasible for industrial applications and 
are routinely used in every-day turbomachinery design. 

The real flow inside a turbine or compressor is unsteady and 
strongly influenced by the interaction of pressure waves, shock 
waves, and wakes between stators and rotors. Even if important 
efforts are being made in time-accurate simulations of viscous 
rotor-stator interaction, this approach is still very expensive 
when applied in three dimensions, and contributions are needed 
in this field in order to provide efficient tools for the design of 
the next generation of turbomachinery. 

In this paper, a viscous, time-accurate solver (TRAP, Arnone 
et al., 1993b) has been extended to the analysis of rotor-stator 
interaction. The procedure is based on the extension of conven
tional steady-state acceleration techniques, specifically multi-
grid and residual smoothing, to unsteady problems. The basic 
idea is to reformulate the governing equations so that they can 
be handled by an explicit, accelerated scheme. If the time dis
cretization is made impUcit, stability restrictions are removed 
and accelerating techniques can be used instead of traditional 
time-expensive factorizations (i.e., ADI, LU). 

In viscous flow calculations, the grid is stretched close to the 
walls and the characteristic time step can vary several orders 
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of magnitude inside the computational domain. The time step 
required for accuracy is quite often similar to the characteristic 
time step of the inviscid core, while in the shear layer, the 
stability restriction of purely explicit schemes is very severe. 
With the proposed method, depending on the size of the time 
stepping, residual smoothing and multigrid can be progressively 
introduced in order to speed up the calculation of the viscous 
layer. 

The procedure is validated by applying it to a typical modern 
gas turbine first stage. A grid sensitivity analysis is presented 
along with a study of the influence of the time step size. 

With the proposed procedure, an unsteady rotor-stator analy
sis can be carried out in few hours on a modern workstation. 

Governing Equations 
Let t, p, u, V, p, T, E, and H denote respectively time, 

density, the absolute velocity components in the x and y 
Cartesian directions, pressure, temperature, specific total en
ergy, and specific total enthalpy. The two-dimensional, un
steady, Reynolds-averaged Navier-Stokes equations can be 
written for a moving grid in conservative form in a curvilinear 
coordinate system $,, r) as, 

d(J^'Q) ^ dF ^ dG _dl\ dG, 

dt 

dF dG 

d(, dr] 
(1) 

where. 

e = { 
(p 
pu 
pv 

VPE 

F =- J-

pU 
puU + S,^p 

\pvu + i,p 
{pHU - i,p , 

(2) 

• py 

puV + Tf^p 
pvV + r]yp 

[pHV-rj.P, 

The contravariant velocity components of Eqs. (2) are written 

as, 

V = £,, -\- (,,u + £,yV, V = T], + r],u + -qyV (3) 

and the transformation metrics are defined by, 

(.X = Jjn^ £.y = J •«.,> 6 = -X,£.x - y,iy 

'nx = Jyo Vy = -fXi' rj, = -x,ri^ ~ y,ri, (4) 
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where the Jacobian of the transformation J is, 

J'^ = Xiy„- x„yi, 

The viscous flux terms are assembled in the form, 

0 

(5) 

F„ = J~ 

G, = J 

I C,xTyx + iyTyy \ 

ixPx + ^yPy . 

0 
VXTXX + rjyT^y 

'^x'^yx ' Vy^yy 
, VXPX + rjyPy , 

(6) 

where. 

T^^ = 2fJ.Ux + X(U^ + Vy) 

Tyy = iflVy + \(U^ + Vy) 

Txy = Tyx = fliUy + l/J 

/3x = UT^ + UT^y + kT^ 

Py + kTy (7) 

and the Cartesian derivatives of (7) are expressed in terms of 
f-, and 77-derivatives using the chain rule, i.e., 

Ux = ixUi + ?7̂ M, (8) 

The pressure is obtained from the equation of state, 

P = pRT (9) 

According to the Stokes hypothesis, X. is taken to be -2/ / /3 and 
a power law is used to determine the molecular coefficient of 
viscosity // as a function of temperature. The eddy-viscosity 
hypothesis is used to account for the effect of turbulence. The 
molecular viscosity fi and the molecular thermal conductivity 
k are replaced with. 

fi = fj.1 + fi, 

fc c„ 
Pr/, IPr 

(10) 

(11) 

where Cp is the specific heat at constant pressure, Pr is the 
Prandtl number, and the subscripts I and t refer to laminar and 
turbulent quantities respectively. The turbulent quantities //, and 
Pr, are computed using the two-layer mixing length model of 
Baldwin and Lomax (1978). 

Spatial Discretization and Artificial Dissipation 
The space discretization is based on a cell-centered finite 

volume scheme. Traditionally, using a finite-volume approach, 
the space discretization starts from an integral formulation with
out any intermediate mapping. In the present work, due to the 
large use of eigenvalues and curvilinear quantities, it was found 
more convenient to map the Cartesian space (x, y) in a general
ized curvilinear one {£,, rj) where the equation of motion (1) 
can be easily rewritten in integral form by means of Green's 
theorem. The transformation metrics are evaluated so that the 
projected areas of the cell faces are given by the ratios of the 
appropriate metric derivatives to the Jacobian ones i.e., ^JJ is 
the projection onto the x axis of a cell face at a fixed ( location 
(i.e., Amone et al., 1993a, Arnone 1993). On each cell bound
ary, fluxes are calculated after computing the necessary flow 
quantities at the side center. Those quantities are obtained by a 
simple averaging of adjacent cell-center values of the dependent 
variables. 

In viscous calculations, dissipating properties are present due 
to diffusive terms. Away from the shear layer regions, the physi

cal diffusion is generally not sufficient to prevent the odd-even 
point decoupling of centered schemes. Thus, to maintain stabil
ity and to prevent oscillations near shocks or stagnation points, 
artificial dissipation terms are also included in the viscous calcu
lations. 

The artificial dissipation model used in this paper is basically 
the one originally introduced by Jameson et al. (1981). In order 
to minimize the amount of artificial diffusion inside the shear 
layer, the eigenvalues scaling of Martinelli and Jameson 
(1988), and Swanson and Turkel (1987) have been used to 
weight these terms (e.g., Amone and Swanson, 1993, Radespiel 
etal., 1990). 

The computation of the dissipating terms is carried out in 
each coordinate direction as the difference between first and 
third difference operators. Those operators are set to zero on 
solid walls in order to reduce the global error on the conserva
tion property and to prevent the presence of undamped modes 
(Pulliam, 1986; Swanson and Turkel, 1987). 

Boundary Conditions 

In cascade-like configurations there are four different types 
of boundaries: inlet, outlet, solid wall, and periodicity. In the 
case of a multistage environment, more than one blade row is 
taken into consideration, and inlet and outlet refer to the first 
row inlet and last row exit, and the link between rows must 
then be provided by means of some technique. 

According to the theory of chaiacteristics, the flow angle, 
total pressure, total temperature, and isentropic relations are 
used at the subsonic-axial first row inlet, while the outgoing 
Riemann invariant is taken from the interior. At the subsonic-
axial last row outlet, the average value of the static pressure 
is prescribed and the density and components of velocity are 
extrapolated. 

On the solid walls, the pressure is extrapolated from the 
interior points, and the no-slip condition and the temperature 
condition are used to compute density and total energy. For the 
calculations presented in this paper, all the walls have been 
assumed to be at a constant temperature equal to a fraction of 
the total inlet one. 

Cell-centered schemes are generally implemented using 
phantom cells to handle the boundaries. The periodicity is, 
therefore, easily overimposed by setting periodic phantom cell 
values. For high turning blade geometries, nonperiodic H- and 
C-type grids have proven to be effective in order to minimize 
the mesh skewness (Arnone et al., 1992, Amone, 1993). On 
non-periodic H-type grids, the point-to-point mesh correspon
dence is broken on the periodic boundaries before the leading 
edge and on the wake. On non-periodic C-type grids, the mesh 
periodicity is removed only on the wake, while it is retained 
on the extemal boundary. On the periodic boundaries where the 
grids do not match, the phantom cells overlap the real ones. 
Linear interpolations are then used to compute the value of the 
dependent variables. 

The link between rows is handled by means of interface lines. 
Stator and rotor grids have a common interface lines and the 
match is provided through appropriate calculation of phantom 
cell values. For the blade passage under examination, the phan
tom cells relative to the interface line lie on the adjacent blade 
passage, and linear interpolations are used to provide the flow 
variable values. This approach, similar to the one used on peri
odic boundaries, where grids do not match, is not strictly conser
vative. However, a monitoring of the errors in the conservation 
of mass, momentum, and energy has indicated a very good level 
of accuracy. For the practical applications considered up to 
now, relative errors in conservation were always less than 10 '', 
which was considered accurate enough. 
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Fig. 1 Mixed C-type and H-type grids for the first stage of the PGT2 
heavy duty gas turbine 

Basic Time-Stepping Scheme and Acceleration Tech
niques for the Steady Problem 

The system of governing equations is advanced in time using 
an explicit four-stage Runge-Kutta scheme until the steady-state 
solution is reached. A hybrid scheme is implemented, where, 
for economy, the viscous terms are evaluated only at the first 
stage and then frozen for the remaining stages. 

Good, high-frequency damping properties, important for the 
multigrid process, have been obtained by performing two evalu
ations of the artificial dissipating terms, at the first and second 
stages. 

In order to reduce the computational cost, three techniques are 
employed to speed up convergence to the steady state-solution. 
These techniques: 1) local time-stepping; 2) residual smooth
ing; 3) multigrid; are briefly described in the following. 

Local Time-Stepping. For steady-state calculations, a 
faster expulsion of disturbances can be achieved by locally 
using the maximum allowable time step. In the present work, 
the local time step limit At is computed, accounting for both the 
convective {Ate) and diffusive {At,,) contributions, as follows. 

At = Co 
Ate + At,, 

(12) 

where Co is a constant usually taken to be the Courant-
Friedrichs-Lewy (CFL) number. Specifically, for the inviscid 
and viscous time step we used. 

A t = 
1 

A t = 
1 

K,mj\si + si) 
pPr 

where: 
h = \U\ + akl^i], K=\V\+ a^vl + V' (15) 

are the scaled spectral radii of the flux Jacobian matrices for 
the convective terms, a is the speed of sound, y is the specific 
heat ratio, and: 

Sl = xl + yl Sl = xl + yl (16) 

K, being a constant whose value has been set equal to 2.5 based 
on numerical experiments. 

Residual Smoothing. An implicit smoothing of residuals 
is used to extend the stability limit and the robustness of the 
basic scheme. The variable coefficient formulations of Marti-

nelli and Jameson (1988) and Swanson and Turkel (1987) are 
used to obtain effective viscous calculations on highly stretched 
meshes. The time step is then computed on the basis of a fixed 
Courant number, typically 5.0. 

Multigrid. In this work, the multigrid technique is based 
on the Full Approximation Storage (FAS) schemes of Brandt 
(1979), and Jameson (1983). A V-type cycle with subiterations 
is used where the process is advanced from the fine grid to the 
coarser one without any intermediate interpolation, and when 
the coarser grid is reached, corrections are passed back. One 
Runge-Kutta step is performed on the fine grid, two on the first 
coarse grid, and three on all the other coarser grids. 

For viscous flows with very low Reynolds numbers or strong 
separation, it is important to compute the viscous terms on the 
coarse grids, too. The turbulent viscosity is evaluated only on 
the finest grid level and then interpolated on the coarse grids. 

On each grid, the boundary conditions are treated in the same 
way and updated at every Runge-Kutta stage. 

Reformulation of the Governing Equations 
Explicit Runge-Kutta schemes in conjunction with residual 

smoothing and multigrid have proven to be very efficient for 
steady problems, however those time-dependent methods are 
no longer time accurate. As shown by Jameson (1991) for the 
Euler equations, the system of (1) can be reformulated to be 
handled by a time-marching steady-state solver. Equations (1) 
are rewritten in a compact form as, 

dQ 

dt 
-HQ) (17) 

where 11 is the residual which includes convective, diffusive, 
and artificial dissipation fluxes. By the introduction of a ficti
tious time r the unsteady governing equations can be reformu
lated and a new residual 7?* defined as, 

dQ^dQ 
dr dt 

+ nQ) = '•R*{Q) (18) 

now T is a fictitious time and all the accelerating techniques 
developed in steady-state experiences, can be used to efficiently 
reduce the new residual 7?*, while marching in T. Following 
the approach of Jameson (1991), derivatives with respect to 
the real time t are discretized using a three-point backward 
formula which results in an implicit scheme which is second-
order accurate in time. 

dQ iQ""-' - 4Q" + Q"-

dr 2At 
+ •R{Q"+') = T*{Q"-'') (19) 

(13) where the superscript n is associated with the real time. Between 
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Fig. 2 Unsteady lift evolution 
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Fig. 5 Effect of the rotor grid density on the lift evolution 

each time step the solution is advanced in a non-physical time 
T and acceleration strategies like local time stepping, implicit 
residual smoothing, and multigridding are used to speed up the 
residual VJ* to zero to satisfy the time-accurate equations. 

The time discretization of (19) is fully implicit, however, 
when solved by marching in T, stability problems can occur 
when the stepping in the fictitious time T exceeds the physical 
one. This generally occurs in viscous calculations where core-
flow cells are much bigger than those close to shear-layer. Based 
on a linear stability analysis of the four-stage scheme, the step
ping in r must be less than | CFL*Ar. The time step A T can 
then be corrected as follows, 

A T = MIN / A T , • 
A? 

3 CFL 
(20) 

2 CFL* 

where the contribution of the multigrid speed-up is included 
through 2 " ' ' , m being the total number of grids used in the 
multigrid process. After limiting the time step A T with (20) 
the scheme becomes stable and the physical time step Af can 
be chosen safely only on the basis of the accuracy requirement. 

At the end of each time step in real time, the time derivative 
dQIdt is updated and a new sequence in the fictitious time T 
is started. 

To provide a good initialization of the solution at the new 
time step, a three-point backward formula is used as a predictor, 

G* = Q" + 
32" - 4 2 " - ' + Q" 

(21) 

where Q * is the predicted value of Q"*' 
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Results and Discussions 

As a validation of the proposed procedure, the unsteady re
lease of the TRAF code has been used to study the first stage 
transonic blading of a 2 MW industrial gas turbine produced 
by Nuovo Pignone (PGT2). This turbine features state-of-the-
art design with an inlet temperature of 1370 K and 12.5:1 pres
sure ratio in two stages. For the analysed configuration of the 
first stage, the absolute Mach number is slightly above 1 at the 
stator exit with a Reynolds number of about 1.5 million. 

Figure 1 shows an enlargement of the computational grid for 
a blade-to-blade surface close to midspan. Due to the stator's 
blunt rounded leading edge, a C-type grid (177 X 33) structure 
has been selected. On the contrary, it was found convenient to 
use an H-type structure for the rotor blading. In fact, away from 
the leading edge, the C-type structure tends to increase the grid 
size and thus induce a smear of the incoming wakes. With an 
H-type structure, it is much easier to control the uniformity and 
density of the grid before the blade passage. Three different 
grid sizes have been tested for the rotor: coarse 113 X 65, 
medium 137 X 73, fine 177 X 73. The fine grid has twice as 
many as points as the coarse one on the blade surface. Figure 
1 reports the medium grid which is the one used for most of 
the calculations presented herein. In order to reduce the grid 
skewness, both the C-type and H-type grids are of a nonperiodic 
type (e.g., Arnone et al., 1992, Arnone, 1993). 

At the present stage of the research, the fact that stators 
and rotors generally have different numbers of blades has been 
addressed by including more blade passages in the calculation. 
A ratio of one stator blade to two rotor blades was used to 
approximate the stage configuration. With respect to the ma
chine geometry, the rotor blade distance in the pitchwise direc
tion has been slightly reduced to accommodate the 1:2 stator:ro-
tor configuration. 

Figure 2 shows the unsteady lift evolution starting from a 
steady state solution obtained at a fixed rotor position with 
respect to the stator. Calculations refer to the previously men
tioned medium grid for the rotor and to 200 time steps within 
a cycle (two rotor blade passings). As experienced by other 

Table 1 Performance of the proposed scheme for the investigated case 

Fig. 4 Effect of the time step size on the rotor lift evolution 

TIME STEPS 
PER CYCLE 

50 
100 
200 
400 

CFL 
MINIMUM/ 

AVERAGED/ 
MAXIMUM 

0.58/3.52/2456 
0.29/1.76/1228 
0.14/0.88/614 
0.072/0.44/307 

OPTIMUM 
NUMBER OF 

GRIDS 

3 
2 
1 
1 

CPU TIME 
PER CYCLE 

IBM 
RISC/6000-

320H 
4940 s 
5560 s 
7840 s 
11200 s 
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Fig. 6 Instantaneous entropy rise contours for three different rotor posi
tions 

shedding and therefore move the target in the dependency analy
sis. At the present stage of the research, interest is mosdy fo
cused on the validation of the procedure for practical applica
tions, and overall predictions and the level of independence of 
the calculations from the time stepping and grid density has 
been considered satisfactory. 

Figure 7 shows instantaneous absolute Mach number and 
static pressure contours for the stage. Both the stator and rotor 
work in transonic conditions. The stator has a throat shock 
system and a slightly supersonic exit. On the rotor blades, the 
trailing edge shock system has a fish-tail structure. Such a sys
tem is weakened when the stator wake enters the rotor blade 
passage. 

researchers (e.g., Rai, 1987; Jorgenson and Chima, 1988; Rao 
et al., 1992) from five to seven cycles are needed to reach a 
satisfactory level of periodic behaviour. Figure 3 reports the 
phase plot relative to the extra five cycles (from cycle 10 to 
15). The five curves lie one on top of the other, proving a good 
level of periodicity in the calculation. 

An issue which was believed important is the influence of 
the time step size and of the number of mesh points on the 
solution. An analysis of this parameter should provide an indica
tion of the grid size to be used and the number of time steps 
to be performed per cycle. The effect of the time step size on 
the rotor lift evolution is reported in Fig. 4. From 50 up to 400 
time steps per cycle were tested. Only the solution with 50 
divisions within a cycle shows a poor level of accuracy. On the 
contrary, solutions obtained with 200 and 400 time steps look 
very similar and indicate a good level of time step indepen
dence. 

The situation is somehow similar in terms of dependency on 
the grid density (see Fig. 5) . The grid size was chosen on the 
basis of a previous grid dependency analysis for steady cases 
(Arnone et al., 1992). Therefore, as most of the unsteady pulsa
tions are expected in the rotor blade passages, only the rotor 
grid has been changed. Even if the medium and fine grids have 
very similar lift evolutions, it seems that grid independence has 
not yet been completely achieved. 

Numerical experiments have indicated that the grid density 
at the rotor exit has some impact on the rotor lift evolution. 
The vorticity coming from the stator wakes is intercepted by 
the rotors. The mechanism of this process is quite clear in Fig. 
6, where three consecutive stator:rotor relative positions are 
reported. Contours of entropy rise give a net description of 
wake evolutions. As there are two rotor blades for each stator, 
the stator wake is cut twice in a cycle by the rotor's leading 
edge. Once stator wakes are cut by the rotor's leading edge, an 
entropy spot is generated and convected downstream in the 
rotor blade passage. Because of the pitch-wise pressure gradient, 
these spots move toward the rotor's suction side and eventually 
interact with the rotor wakes. As a consequence, the rotor wakes 
become unstable after about half a rotor axial chord. It is sus
pected that, if the space and time resolutions are made fine 
enough, the previously described mechanism could induce wake 

Code Performance 

The performance of the proposed method is summarized in 
Table 1. Calculations refer to the medium grid (137 X 73) for 
the rotor blades and correspond to a total of about 26,000 grid 
points to discretize the stage (one stator and two rotors). In 
Table 1 the maximum, area averaged, and minimum CFL num
bers are reported. Those quantities have been evaluated as the 
ratios of the physical time step and the characteristic maximum, 
area averaged, and minimum time step. The local characteristic 
time step is defined by Eq. (12) with co = 1. The code was run 
at a local CFL number of 5.0 with implicit residual smoothing 
adjusting the number of grids (used in the multigrid) in order 
to optimize the CPU time. At each time step subiterations are 
performed until the averaged root mean square of the residuals 
is less than 10 ~'̂ , which generally requires from 2 to 5 multigrid 
cycles. 

As previously pointed out, the averaged CFL is close to the 
characteristic one. Using 200 time divisions within a cycle, the 
CFL number is less than one for most of the computational 
cells. On the other hand, in the boundary layer the CFL increases 
up to several hundreds. In such a circumstance, the advantage 
of using multigrid is restricted to the viscous layer and decreases 
when increasing the time step division per cycle. As can be 
noticed in Table 1, if using more than 200 time division per 
cycle, there is no CPU time reduction in running with more 
than one grid. Although, those considerations are related to the 
particular application and to the grid density, they are believed 
to give an idea of effectiveness of the scheme in rotor-stator 
analysis. 

An explicit computation with the four-stage Runge-Kutta 
scheme has also been carried out. For the sake of accuracy in 
time, residual smoothing has not been included in the calcula
tion which was performed with a CFL of 2.5. The explicit test 
has required 50,000 time steps per cycle and about 230,000 s 
on the IBM RISC/6000 mod. 320 H. With the present method 
and 200 divisions per cycle the CPU time is ^ of the one of 
the purely explicit code. The extra memory requirement, due 
to the implicit time discretization, which requires the storage 
of the flow variables at three time levels, is limited to about 20 
percent. 

Fig. 7 Instantaneous absolute Mach number and pressure contours 

Journal of Fluids Engineering 

Concluding Remarks 
A viscous time-accurate method has been extended to the 

analysis of unsteady rotor-stator interaction. Accelerating strate
gies typical of steady state solvers have been successfully uti
lized also in the unsteady case. The application to a first stage 
of a modem gas turbine has indicated up to 97 percent reduction 
in the computational effort with respect to classical explicit 
schemes. Those results encourage the extension of the proposed 
method to three-dimensional calculations. 

It is stressed that, as the basic scheme is explicit, the proce
dure is highly vectorizable. 
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Phase-Resolved Surface 
Pressure and Heat-Transfer 
Measurements on the Blade 
of a Two-Stage Turbine 
Phase-resolved surface pressure, and unsteady pressure measurements are reported 
for the first-stage blade row of the Space Shuttle Main Engine two-stage fuel-side 
turbine. Measurements were made at 10, 50, and 90 percent span on both the pressure 
and suction surfaces of the blade. Phase-resolved and unsteady heat-flux measure
ments are also reported. 

Introduction 
Phase-resolved measurements obtained for the first blade of 

the SSME two-stage turbine are presented. Time-averaged re
sults were presented previously by Dunn et al. (1992). The 
measurements presented here represent a data set that is in 
addition to the one reported in the earlier publication. These 
experiments were designed to obtain the unsteady heat-flux 
loading and to significantly improve the accuracy of the surface-
pressure measurements in order to be able to obtain phase-
resolved (unsteady) surface-pressure data on the first blade. 
Because there is a relatively small pressure change across each 
vane or blade row for this particular turbine, careful calibration 
of the pressure transducers was an important issue. The trans
ducer calibration accuracy will be demonstrated to be very 
good.' 

The shock-tunnel facilities at Calspan have been used for 
several previous measurement programs to obtain time-resolved 
heat-flux or surface-pressure data on the blade of a high-pressure 
turbine at high rotational speed, but for different turbine stages, 
e.g., Dunn et al. (1986), Dunn, Bennett et al. (1990). This 
last reference concentrated on time-resolved surface-pressure 
measurements for the blade of a high-pressure transonic turbine 
and comparison of the data with prediction. More recently, Rao 
et al. (1994) reported a further comparison of the time-resolved 
pressure data and a comparison with the time-resolved heat-
flux data. 

Description of the Experimental Teclinique, the Tur
bine Flow Path and the Instrumentation 

The Experimental Technique. The measurements are per
formed utilizing a shock tunnel to produce the heated and pres
surized air that subsequendy passes through the turbine. The 
facility is described in Dunn et al. (1992). The turbine used 
for these measurements was the full two-stage SSME fuel-side 
turbopump. The first stage vane has 41 vanes, the first stage 
rotor has 63 blades, the second stage vane has 39 vanes, and 
the second stage rotor has 59 blades.^ 

In order to initiate an experiment, the test section is evacuated 
while the driver tube, the double diaphragm section, and the 
driven tube are pressurized to predetermined values. The tube 

'A more detailed version of this paper is given in Dunn and Haldeman, 1994. 
^A complete description of the vanes and blades, including coordinates, is given 

in Dunn, Kim, and Haldeman, 1994. 
Contributed by the Fluids Engineering Division for publication in the JOURNAL 

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 20, 1994; revised manuscript received May 31, 1995. Associate Technical 
Editor: Wing-Fai Ng. 

pressure values are selected to produce conditions which dupli
cate the design flow conditions. The flow function (mvO/6), 
wall-to-total temperature ratio (TW/TQ), stage total-to-total 
pressure ratio, and corrected speed are all duplicated. With this 
facility the value of To can be set at any desired value in the 
range of 800°R to 3500°R, and the test gas mixture can be 
selected to duplicate the desired specific heat ratio. The pressure 
ratio across the turbine is established by altering the throat area 
of the flow-control nozzle located downstream of the second 
rotor. A geometry difference between this set of experiments 
and the ones previously reported is that the flow-control nozzle 
for this series of measurements was moved much closer to the 
turbine exit. 

Surface-Pressure Instrumentation. Surface-pressure mea
surements were obtained using twenty-four dynamic pressure 
transducers mounted in the blade skin and flush with the contour 
of the blade. The transducers in use are Kulite Model LQ-062-
600A, with an active pressure area of 0.64 mm by 0.64 mm 
and a frequency response of about 100 kHz in the instaUed 
configuration. Only the active chip is installed in the blades, 
thus there is no cavity or screen over the chip. These chips are 
installed approximately 2 mm below the blade surface and are 
covered with a layer of RTV (a silastic material) to make them 
flush with the surface. This thin layer of RTV acts both as a 
thermal barrier and as a particle barrier to protect the chip 
from damage. As demonstrated later by the fast response of the 
transducer, the dynamic response of the sensor has not been 
compromised. External temperature compensation was used 
with these transducers. 

The 600 psi transducers would not have been selected if 
the option of designing the instrumentation for the particular 
experiment reported had been available. However, these particu
lar transducers were used because the measurement program 
was designed to be extended to an inlet pressure consistent with 
the 4,137 kPa (600 psi) value in order to duplicate the full 
SSME inlet Reynolds number. Transducers were placed at 10, 
50, and 90 percent span at the locations given in Dunn et al. 
(1994) and were distributed over several different blades (at 
relative positions with respect to a stage index marker as de
scribed in the reference just noted) so as to not disturb the 
integrity of the surface. 

Heat-Flux Instrumentation. The heat-flux measurements 
were performed using thin-film resistance thermometers. These 
thin-film gauges are described in Dunn et al. (1992). The 
gauges were calibrated to obtain the temperature coefficient of 
resistance. The temperature variable thermal properties of the 
substrate material were available from previous measurements. 
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The resistance versus temperature calibration is used to convert 
the resistance change of the thin film to surface temperature. 
This calibration is updated every run by recording the resistance 
of the sensor, and scaling the calibration factor by any increase 
in resistance. Having previously measured the thermal proper
ties of the substrate as mentioned above, the heat-flux can be 
determined from the temperature-time trace using a semi-infi
nite model (Cook-Felderman, 1966). The accuracy of the heat-
flux data reported herein is on the order of ±2.5 percent. 

Pressure-Transducer Calibration Teclinique 
and Results 

The blade, flow path, and flow path rake pressure transducers 
were all absolute semiconductor devices and thus could be cali
brated simultaneously through the entire data acquisition system 
prior to each run. In general, one run was performed each day, 
and the pre-run calibration served as the post-run calibration 
for the previous run. The pressure standard used was an Omega 
transducer which had been calibrated several times over the 
previous year against a NIST traceable, 1379 kPa MKS Baratron 
unit. The total variation in the Omega was less than the ±0.7 
kPa calibration accuracy over this time period. 

Pressure data obtained during the experiments are converted 
to engineering units using a relative scheme where the only 
important calibration constant is the scale of the transducer 
(output in kPa/volt). In this type of system, the base-line at 
the beginning of a run is averaged to create a set voltage level, 
and a secondary pressure measurement system (the Omega 
transducer) provides a pressure measurement in the test section 
immediately before a run. The voltage readings are converted 
to pressure by subtracting the base-line voltage from the voltage 
at any point in time, multiplying this voltage difference by the 
scale factor, and then adding the measured offset pressure 
(which is generally quite close to zero). 

This system is more impervious to electronic drift, but does 
require good calibrations over the entire pressure range from 
vacuum to maximum anticipated pressure and not just over 
the pressure range expected on the blade surfaces. For these 
measurements, the pressure fluctuations were expected to vary 
between 140 and 345 kPa. Because the plan was to extend the 
measurements to a higher pressure condition, the calibration 
was done from 0 to 483 kPa. The calibration was performed 
by pressurizing the test section containing the instrumented tur
bine, and then opening a small valve and allowing the tank to 
bleed while sampling the transducers at fixed time intervals 
(generally 5 seconds, both during pressurizing and venting). 
Each of these data points is the average of 100 data points 
sampled at 1 kHz for 0.1 seconds (although these values can 
be changed by the user). Several different types of calibrafions 
were done to examine the effects of different procedures on the 
calibration results, several pressurization and depressurization 
cycles were checked at levels both above and below atmospheric 
conditions. Some hysteresis was noted in the system, but it 
was on the order of the calibration accuracy. Generally, several 
hundred data points were used. Calibration was done by per
forming a linear least-squares regression on the data and plotting 
the residuals. 

Calibration accuracy can be shown in many forms. This paper 
examined both the effects of how the generated scale factor 
changed from calibration to calibration as well as how accurate 

Table 1 Summary of flow parameters 

Run 
# 

22 
24 
26 
27 
28 

(Kg/s) 

2.34 
2.54 
2.10 
2.26 
2.25 

Full turbine 
Pr,in 

1.42 
1.46 
1.39 
1.40 
1.38 

Reflected 
shock 

pressure 
(kPa) 

6412 
6855 
6228 
6438 
6289 

Reflected 
shock 
temp. 
(°K) 

507 
521 
510 
514 
512 

% Design 
speed 

102 
101 
102 
100 
102 

* Obtained from vane flow rig data as experimental value of PTM/PS.OM 
t for first vane (see Table 2). 

the individual transducers calibrations were. Four main calibra
tions were done which examined either 30 or 31 sensors (de
pending on the run) for a total of 121 sensor calibrations. When 
examining these data to observe how the scale factors changed 
from calibration run to calibration run (which was shown as a 
percent of reading), 78.5 percent (95 measurements) were 
within ±0.5 percent of reading and 91 percent (110 measure
ments ) were with ± 1 percent of reading. The second method 
calculated the deviation from the measured pressure standard 
for each transducer during a calibration. For every calibration, 
the deviations were averaged and a standard deviation {a) gen
erated. Assuming that the distribution is Gaussian, then 95 per
cent of the data should exist within ±2o-. Of the 121 measure
ments made 57 percent were within ± 1 kPa, 84 percent within 
2 kPa, 92.5 percent within 3 kPa, and 98 percent were within 
4 kPa (all of these measurements reflect a 95 percent confidence 
level). 

More detailed comparisons of individual transducers indi
cated that the calibration deviations are by far the largest con
tributor to the overall uncertainty of the pressure measurements, 
and that the variation in the scale factor is largely due to these 
calibration deviations. It is, however, important to realize that 
even for the sensors with the largest variations (±4 kPa, none 
of which were on the blades), the overall accuracy is ±0.1 
percent of transducer full-scale, and that the majority of the 
sensors have a variation of ±1 kPa, which corresponds to an 
overall accuracy of ±0.02 percent of the transducer full-scale 
reading. 

Experimental Conditions 
Table 1 provides a summary of the reflected-shock condi

tions, the full turbine total-to-total pressure ratio, the turbine 
mass flow, the average speed during the data collection period, 
and the percent of corrected turbine speed. These experiments 
were performed at a reflected-shock pressure and temperature of 
approximately 6.44 X 10^ kPa (936 psia) and 513°K (923°R), 
respectively. This reflected-shock condition results in a first 
vane inlet Reynolds numbers (based on first vane axial chord) 
of approximately 1.4 X 10 \ Measurements were obtained with 
the turbine speed set at 101 percent ± 1 percent of the design 
value. 

Table 2 presents the inlet total pressure, the first vane total-
to-static pressure ratio, the first stage total-to-static pressure 
ratio, and the overall turbine total-to-total pressure ratio. The 
average inlet total pressure for the 5 runs was 346 kPa, the 
average first vane pressure ratio was 1.11, the average first stage 

N o m e n c l a t u r e 

Tw = wall temperature [K] 
To = inlet total temperature [K] 
m = mass flow [Kg/s] 

9 = total temperature/reference temper- Ps = static pressure [kPa] 
ature 

6 = total pressure/reference pressure 
Pr = total pressure [kPa] 

/Vphy = physical speed [rpm] 
A'corr = corrected speed [rpm] 

^pl,y/ A'OI.V/VTV = 291.36 
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Table 2 Component pressure ratios 

Run# 

22 
24 
26 
27 
28 

1st vane 
(kPa) 

345 
366 
334 
348 
335 

First vane* 
f'r.m 

Ps.o„, 

1.11 
1.12 
1.10 
1.11 
1,11 

First stage 
PTM 

'S.out 

1.25 
1.27 
1.22 
1.23 
1.22 

Full turbine 
Pr.m** 

'T,ml 

1.42 
1.46 
1.39 
1.40 
1.38 

* Static pressures were measured at the outer shroud. 
** Pr.tm is averaged pressure from 7 flow path transducers. 

pressure ratio was 1.24, and the average total-to-total pressure 
ratio was 1.41. The target pressure ratio was 1.45, which could 
have been achieved by altering the flow-control nozzle throat 
area. However, for the purposes of this measurement program, 
it was not necessary to make a throat area change. The 
first blade tip clearance was 2.14 percent of blade height 
(0.0187 in.). 

Fig. 2 Pressure history on first blade at 50 percent span 

Experimental Results 
This paper will concentrate on the following; (a) the ensem

ble averaged surface pressure on the blade as it passes through 
a vane exit passage, (b) the unsteady envelope of surface pres
sure on the blade, (c) the ensemble averaged surface heat flux 
on the blade as it passes through a vane exit passage, and (d) 
the unsteady envelope of surface heat flux on the blade. 

Reservoir and Flow Path Pressure History. Figures 1 (a) 
and 1(b) are the reflected-shock reservoir and the flow path 
pressure time history just upstream of the vane entrance that 

6000 

5000 ' 

I 3000-

2000- ^ 

0 

0 .020 0 .036 O.OHM 

Time, sec 

were sampled at a frequency of 100 kHz with an anti-aliasing 
Bessel filter at 40 kHz. Dunn and Haldeman (1994), present 
additional time histories for the locations between the first vane 
and the first blade, between the first blade and the second vane, 
and downstream of the second blade. The time required to estab
lish local steady flow is noted on Fig. 1(b). During the flow 
establishment time, the wave system being established between 
the flow-control nozzle and the inlet (which determines the 
turbine mass flow and the bypass flow) can be seen in the 
pressure data. A one-dimensional calculation has been used to 
demonstrate that the wave system moves through the stage at 
near the local speed of sound. After flow has been established 
in the stage, the interstage pressure remains relatively uniform. 
The occasional spike on the trace is the result of electronic 
interference which does not affect the result, but could not be 
eliminated from the electrical circuit without excessive filtering, 
which was not desirable. 

Blade Phase-Resolved Surface-Pressure Results. Phase-
resolved measurements are taken by describing the circumferen
tial position of the blade leading edge within the vane passage. 
Phase-averaged results are presented as a percentage of the 
passage from 0 to 100 percent, where 100 percent corresponds 
to 8.78 degrees. 

Figures 2 and 3 present typical time histories of blade pres
sure at 50 percent span (45.8 percent wetted distance) and at 
90 percent span (16.6 percent wetted distance) from which the 

s =•>"• 

Fig. 1 (a) Reflected-shocl( pressure history; Fig. 1 (b) Static pressure 
at outer wall just upstream of first vane 
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Fig. 3 Pressure history on first blade at 90 percent span 
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Fig. 4 FFT of blade pressure data 

phase-resolved pressure histories have been derived. Wetted 
distance is defined as the distance from the geometric stagnation 
point along the blade surface to the gauge location. These pres
sure transducers have been sampled at a frequency of 100 kHz 
with a 40 kHz anti-aUasing Bessel filter and no other filtering 
has been done. 

Figure 4 is an FFT for a blade pressure transducer (run 27) 
located at mid span on the suction surface at 18.37 percent 
wetted distance. The rotor speed for this run was 8885 rpm 
which corresponds to a passage cutting frequency of 6.07 kHz. 
Figure 4 illustrates the presence of vane passage cutting at 
this frequency, but the harmonic at 12.14 kHz is buried in the 
background signal. The signature at 6.07 kHz suggests that the 
unsteady component of the blade pressure signal is the result 
of vane exit passage cutting. The flow Mach number at the 
vane exit is relatively small and no shock waves are present to 
influence the unsteady pressure signature on the blade. Thus 
the blade unsteady pressure is dominated by the passage and 
wake influences. In this regard, it is important to note that the 
SSME turbopump in-flight configuration was faithfully dupli
cated for these measurements meaning that there were 13 struts 
located across the flow path just ahead of the first vane row. 
Because the unsteady pressure signal for this particular turbine 
is small, the FFT is not sharp and clean as was shown in Dunn 
et al. (1990) for which the magnitude of the unsteady pressure 
signal was more than an order of magnitude greater. 

The pressure and heat-flux instrumentation is distributed 
among several different blades and to compare phase-resolved 
data from different blades, the relative location of this instru
mentation must be indexed to a common reference point in the 
turbine. Thus, a once per revolution marker is derived from the 
shaft encoder which, during the experimental set up, is adjusted 
to correspond to the time at which the blade containing the 
contoured leading edge heat-flux gauge insert is aligned with 

• 

o 

» 

• 

Suction 
S0% s 

18.37% Welt 

= 
Q 

8 . 

• 

Side 
pan 

• 

6 
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A Run 22 
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a 

& 

! 

! 
• 

Vane Passing (%) 

Fig. 6 Ensemble average of pressure at 18.37 percent on suction 
surface 

the trailing edge of a particular vane. The vane pitch is 8.7805 
deg. and the blade pitch is 5.714 degrees. The reader is referred 
to Dunn and Haldeman (1994) for a detailed map of the blade 
instrumentation, and for the data necessary to reference all of 
the phase-resolved pressure and heat-flux data to a particular 
passage location. 

Blade surface-pressure data similar to those presented in Fig. 
2 and 3 were used to obtain passage average pressure profiles 
and the corresponding unsteady pressure envelope. In ensemble 
averaging the blade data, the blade pressure histories were fil
tered at 20 kHz (approximately three times the vane passage 
cutting frequency). For many cases, the surface-pressure data 
were sufficiently steady to allow the ensemble average to be 
performed over a time period corresponding to one, two, three, 
or four revolutions. However, it was found in performing the 
data analysis that ensemble averaging over one or two revolu
tions provided essentially the same result as averaging over four 
revolutions (see Fig. 5 for a position of 90 percent span at 16.6 
percent wetted distance). The unsteady pressure variation is 
plotted as a function of percent of vane passage with 0 and 100 
percent corresponding to the vane trailing edge. A revolution 
of the rotor requires approximately 6.7 milliseconds to complete 
which corresponds to a vane-passage cutting frequency of about 
6.15 kHz. The rotor speed increases by about two per cent over 
the entire test time. The initial rotor speed is set so that the 
speed during the test time is the desired speed ± 1 percent 
which results in a change in the incidence angle. The results 
presented in Fig. 5 reflect this change in incidence angle. 

Figures 6 and 7 are two additional ensemble averaged results 
for locations at mid span. The data from all five runs have been 
included on these figures. The ordinate is the difference between 
the maximum and the minimum pressure at the particular loca
tion. Because the individual runs have a slightly different vane 
inlet total pressure, only the unsteady component of the pressure 
is presented. For Fig. 6 the run-to-run variation in ensemble 
averaged pressure is relatively small and the results from indi-
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Fig. 7 Ensemble average of pressure at 45.85 percent on suction 
surface 
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Fig. 8 Measured unsteady pressure envelope for first-stage biade 

vidual runs are in good agreement except for the results of run 
24. This run was performed for the largest mass flow and the 
largest pressure ratio and when this is accounted for, the results 
are consistent. Figure 7 is a corresponding plot for a location 
further along the suction surface at mid span. In general, the 
ensemble averaged pressure at this location over the duration 
of the measurement program are in reasonably good agreement 
with each other. 

Unsteady Pressure Envelope on First Blade. Figure 8 
presents the measured unsteady pressure envelope. The ordinate 
of this plot is the maximum pressure minus the minimum pres
sure divided by the first vane inlet total pressure and the abscissa 
is the wetted distance along the blade surface. Experimen
tal data from all span wise locations have been included on 
Fig. 8. 

There is relatively little pressure change across the various 
components of this turbine which causes the magnitude of the 
unsteady pressure envelope to be small and difficult to measure. 
By comparison, the magnitude of the unsteady pressure enve
lope for the measurements reported in Dunn et al. (1990) (using 
an Allison turbine with a vane exit Mach number greater than 
one) was more than fifty times larger. 

Blade Time-Resolved Heat-Flux Results. Figure 9 illus
trates the surface heat flux (for run 27) on the suction surface 
of the blade at mid span and 17.71 percent wetted distance for 
a time period of a little over two revolutions of the rotor. Thin-
film gauges were placed at 10, 50, and 90 percent span and in 
the tip of the blade. The heat-flux history for each gauge was 
calculated from the temperature-time history of the thin-film 
gauge (which is derived from the gauge voltage history and the 
gauge calibration data) using a technique described by Cook 
and Felderman (1966). The thin-film gauge voltage history was 
recorded at a sampling frequency of 100 kHz. The resulting 
temperature history was then filtered at 20 kHz prior to calculat-
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-J ...50% Span 

17.71%Wettod Distance 

1 1-
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Fig. 10 FFT of blade heat-flux data 

ing the heat-flux history which was subsequently used to obtain 
the unsteady heat-flux envelope and the phase-resolved heat-
flux profile for selected locations on the blade as a function of 
position within the passage. The magnitude of the time-averaged 
heat flux shown in Fig. 9 is consistent with the results of the 
earlier measurements reported by Dunn et al. (1992). The 
spikes in the trace seen at approximately 31.5 ms, 33.6 ms, 38.8 
ms, and 43.5 ms are electrical interference. 

Two specific locations were selected at the mid span location 
on the suction surface of the first-stage blade in order to compare 
the qualitative behavior of the phase-resolved surface pressure 
with the surface heat flux; one position in a region of a strongly 
favorable pressure gradient (approximately 18 percent wetted 
distance) and a second position in a region of a mildly unfavor
able pressure gradient (approximately 47 percent wetted dis
tance). The predicted mid-span pressure distribution is given 
in Fig. 5 of Dunn et al. (1992) and that figure illustrates that 
the pressure gradient is mildly favorable over the entire pressure 
surface, strongly favorable over that portion of the suction sur
face from 0 to 33 percent wetted distance, and unfavorable from 
33 to 100 percent wetted distance on the suction surface. The 
vane exit Mach number is subsonic (on the order of 0.5 or 
less). As noted earlier, there are a large number of upstream 
struts associated with this engine configuration which tend to 
confuse the issue. However, the FFT of the blade surface-pres
sure (see Fig. 4) and heat-flux (see Fig. 10) data suggest that 
the unsteady behavior on the blade for this turbine is dominated 
by the vane wakes. For these turbine conditions, one would 
anticipate that the influences of the inviscid flow field would 
be transmitted through the boundary layer with little or no phase 
lag and thus one should anticipate the phase-resolved pressure 
and heat-flux profiles to be qualitatively similar. 

Figure 11 is a similar comparison between the phase-resolved 
heat flux and the phase-resolved surface pressure for a location 
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Fig. 11 Comparison of phase-resolved heat flux and surface pressure 
on the blade at approximately 47 percent wetted distance 
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a little further along on the blade where the pressure gradient 
is unfavorable instead of favorable. With the exception of the 
heat-flux data point at approximately 50 percent of the passage, 
the two profiles are in qualitative agreement with each other. 
Comparisons similar to that shown in Fig. 11 were found gener
ally to have a point within the passage that didn't line up to 
give unequivocal agreement between the two profiles. This is 
felt to be due to the small reaction of the individual blade rows 
of the SSME turbine which produces relatively small unsteady 
effects which, in turn, make resolution of events difficult. 

Blade Unsteady Heat-Flux Envelope. Figure 12 presents 
the unsteady heat-flux envelope for the first blade. This figure 
presents the maximum minus the minimum heat flux normalized 
by the stagnation value for the particular run as a function of 
wetted distance on the blade. Data from all five runs and 10, 
50, and 90 percent span are included on this plot. These results 
were obtained from data like that presented in Fig. 9. The mag
nitude of the unsteady envelope on the suction surface is rela
tively independent of location on the blade and reflects the 
unsteady pressure envelope results presented earlier on Fig. 8. 
For the pressure surface, the unsteady heat-flux envelope ap
pears to be rather small (by comparison with the suction sur
face) in the region from 0 to 30 percent wetted distance and 
then becomes of comparable magnitude from 40 to 70 percent 
wetted distance. Beyond 70 percent wetted distance on the pres
sure surface, the magnitude of the unsteady heat-flux envelope 
is small by comparison to any other location on the blade. 
Whereas an average value for the unsteady pressure on the 
suction surface was less than 1 percent, the average of the 
unsteady heat flux was much larger, being on the order of 10 
percent. This result is qualitatively consistent with the results 
of the measurement program for the Allison turbine that are 
reported in Rao, et al. (1994). 

Conclusions 
The unsteady envelope of surface pressure and heat flux along 

with the corresponding phase-resolved (in moving through a 
vane passage) pressure and heat-flux profiles have been mea
sured for the first blade. The relative magnitude of the heat-flux 
envelope was found to be significantly larger than the pressure 
envelope which is consistent with previous measurements. 

Measurements obtained at several different blade locations 
were presented to demonstrate that the ensemble average of the 
phase-resolved surface pressure data was well defined and the 
run-to-run variation at a given location on the blade was rela
tively small. 

Representative comparisons between the phase-resolved sur
face pressure and heat-flux were presented for two locations on 
the blade suction surface; one in the region of a favorable pres
sure gradient and the other in a region of an unfavorable pres-
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Fig. 12 Unsteady heat-flux envelope on SSME first stage blade 

sure gradient. For this subsonic turbine, these two quantities are 
qualitatively in phase with each other. 
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High-Frequency Heat Flux 
Sensor Calibration and Modeling 
A new method of in-situ heat flux gage calibration is evaluated for use in convective 
facilities with high heat transfer and fast time response. A Heat Flux Microsensor 
(HFM) was used in a shock tunnel to simultaneously measure time-resolved surface 
heat flux and temperature from two sensors fabricated on the same substrate. A 
method is demonstrated for estimating gage sensitivity and frequency response from 
the data generated during normal transient test runs. To verify heat flux sensitivity, 
shock tunnel data are processed according to a one-dimensional semi-infinite conduc
tion model based on measured thermal properties for the gage substrate. Heat flux 
signals are converted to temperature, and vice versa. Comparing measured and 
calculated temperatures allows an independent calibration of sensitivity for each 
data set. The results match gage calibrations performed in convection at the stagna
tion point of a free jet and done by the manufacturer using radiation. In addition, a 
finite-difference model of the transient behavior of the heat flux sensor is presented 
to demonstrate the first-order response to a step input in heat flux. Results are 
compared with shock passing data from the shock tunnel. The Heat Flux Microsensor 
recorded the heat flux response with an estimated time constant of 6 ps, which 
demonstrates a frequency response covering DC to above 100 kHz. 

Introduction 
One method of measuring heat flux to or from a surface is 

to measure the rate of change of temperature of the material. 
With appropriate transient conduction modeling and material 
properties, the heat flux that caused the measured temperature 
history can be determined. The most common method is to 
assume that the material responds as a one-dimensional, semi-
infinite substrate (Scott, 1976; Jones, 1977; Diller, 1993). Be
cause this assumption is only valid for sufficiently short times, 
its use in short-duration flow facilities is natural. The tempera
ture response is proportional to the inverse of \{kpC) of the 
substrate. The surface temperature measurements are usually 
made on a low conductivity ceramic substrate to maximize the 
sensor response for short time measurements. The temperature 
response on a high conductivity substrate is proportionately 
smaller. 

The use of thin-film resistance gages to measure the required 
surface temperature history to calculate heat flux is detailed by 
Schultz and Jones (1973) and has been successfully used for 
many years. Analog electrical circuits are sometimes used for 
the conversion of the temperature signal to heat flux, but digital 
data processing or a combination of the two has also been 
effectively used (George et a l , 1991; Dunn et a l , 1986). For 
use in continuous flow facilities a pre-heated model can be 
injected into the flow to provide the required transient conditions 
(O'Brien, 1990). Several groups have used the transient tem
perature method to measure heat flux in transient flow facilities 
with applications from gas turbine engines to hypersonic flow 
(Dunn, 1990; Nicholson et al., 1987; Camel and Arts, 1991; 
Miller, 1985). 

Roberts et al. (1990) used a shock tube to study the transient 
response of a hot-film sensor mounted in the tunnel wall. The 
time required for the incident shock to pass over the gage was 
estimated as 2 //s for the pressure ratios used. Direct measure
ments of transient heat transfer were made by Hayashi et al. 
(1989) in a Mach 4 supersonic flow, and by Hager et al. (1993) 
during the starting transients of a Mach 2.4 flow. 

Contributed by ttie Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by tlie Fluids Engineering Division 
April 20, 1994; revised manuscript received February 16, 1995. Associate Techni
cal Editor: Wing-Fai Ng. 

Baker and Diller (1993) demonstrated a method of calculat
ing surface temperature from time-resolved heat flux measure
ments. This has the advantage that the effects of electrical noise 
are diminished because the data processing technique is an inte
gration type process. They used a Heat Flux Microsensor in a 
low frequency combustion flame to demonstrate the correspon
dence between the heat flux and temperature signals. The results 
were within the experimental uncertainties of the sensor calibra
tions and material property determinations. Holmberg et al. 
(1994a) demonstrated this method with heat flux and surface 
temperature measurements for Mach 3 flow in a shock tunnel. 

When using heat flux sensors in a high-speed flow, there are 
two important gage parameters: the gage sensitivity (voltage 
output/heat flux) and the time response. Neither are easy to 
measure accurately, particularly in a convective flow environ
ment. A shock tunnel using a supersonic nozzle provides an 
environment with fast transients, high speed flows, and moder
ately high heat fluxes. This is ideal for characterizing the tran
sient response of sensors. The present paper documents a 
method for using shock tunnel data to determine both the heat 
flux sensitivity and the time response of the Heat Flux Micro
sensor. The experimental results are compared to a numerical 
model of the thermal response of the sensor and substrate. The 
potential for in-situ calibration of heat flux is also examined. 
Because the individual sensor measurements are not limited by 
length of time, the sensors once calibrated can be used in any 
type of flow facility. 

Experimental Facilities and Instrumentation 

Shock Tunnel Facility. The shock tunnel used for these 
tests has an 8 ft (2.44 m) driver section and a 20 ft (6.1 m) 
long driven section; both sections made of 3 in. inside diameter 
steel pipes. A Mach 3 two-dimensional supersonic nozzle is 
attached to the end of the driven section to obtain supersonic 
flow. The driver section of the shock tunnel is filled with com
pressed gas from a bottle, with the driven section, for the present 
research, left open to the atmosphere. A mylar diaphragm is 
sized to break at a specified driver gas pressure, which allows 
the high pressure gas to expand into the low pressure driven 
section, producing a traveling shock wave. 
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Upstream total and exit static pressure measurements for a 
sample run with an air driver at 210 psig (1.45 MPa) and 300 
K are given in Fig. 1. The incident shocis wave is the initial 
spike in the pressure trace at 0 ms. Unsteady wave formation 
and transmission in the nozzle persist until about 5 ms at which 
time the nozzle starts. The region of low static pressure in the 
nozzle defines the time of supersonic flow. The nozzle unstarts 
at 28 ms and the remaining flow is subsonic. Calculations and 
measurements of the total temperature in the nozzle indicate an 
initial total temperature of approximately 600 K. 

For the present tests, both air and helium were used as driving 
gases. For a fixed driver gas to driven gas pressure ratio a lighter 
driver gas with a larger specific heat yields a faster and stronger 
incident shock wave. Thus, helium was used both to produce a 
faster passing shock for time response estimation, as well as a 
stronger heat flux signal compared to an air driver. 

Shock Tunnel Instrumentation and Data Acquisition. 
The heat transfer measurements were carried out with a Heat 
Flux Microsensor (HFM-3) manufactured by Vatell Corp. The 
HFM consists of two separate sensors in close proximity to 
independently measure the heat flux and surface temperature at 
one location. The heat flux sensor, as described by Hager et al. 
(1991), uses a differential thermopile across a thin thermal 
resistance layer and is made with microfabrication techniques. 
The sensor outputs a voltage directly proportional to the heat 
flux. A schematic of the sensor pattern is shown in Fig. 2. The 
heat flux is measured using the output of 280 copper-nickel 
thermocouple pairs arranged above and below a 0.8 /xm layer 
of silicon monoxide. The size of the heat flux sensor on the 
surface is approximately 4 mm by 6 mm. 

A radiation calibration was performed by the manufacturer 
according to the method outlined by Kidd (1992) using a 200 
watt tungsten filament lamp with a highly polished ellipsoidal 
reflector. A circular foil heat flux gage that was calibrated at 
AEDC by the same method was used as the standard. The 
sensitivity was reported with an uncertainty of ± 10 percent as 

1 mm 

..:=Jilli|!l[liJll..,_.-_ 
Temperature Sensor 

Fig. 2 Detail of HFIVI pattern 

50.0 /LtV/(W/cm^) (1) 

where £ , is the output voltage from the sensor and q is the heat 
flux. A separate convection calibration was performed using an 
impinging air jet with the sensor placed at the stagnation point 
perpendicular to the jet as detailed by Holmberg et al. (1994a). 
Using a measured heat transfer coefficient for this configuration 
of 213 W/m^ • K produced a sensitivity of 49.2 /iV/(W/cm^) 
± 5 percent. 

The second HFM sensor, also shown on Fig. 2, is a platinum 
resistance element which provides an independent measure of 
the surface temperature. A 0.1 mA current is supplied to the 
sensor through an amplifier unit supplied with the sensor to 
provide the resistance measurement. The manufacturer's cali
bration to convert the voltage signal to temperature T, is 

T, - T, = (2&.0°C/my)Er (2) 

where iiT-is the unamplified voltage, and Ti is an initial reference 
temperature. The estimated uncertainty in the calibration coef
ficient in Eq. (2) was reported as ± 4.0 percent. The correspond
ing error in the measurement of the temperature change, 7, — 
T,, is ± 4.3 percent. 

The sensor was fabricated on a 1.0 in. (2.5 cm) diameter, 
0.625 cm thick aluminum nitride substrate by a sputtering pro-

N o m e n c l a t u r e 

C = specific heat, J/kg • K 
Eg = heat flux sensor output, V 
ET = temperature sensor output, V 

k = thermal conductivity, W/m • K 
n = number of thermocouple pairs in 

differential thermopile 
q = heat flux, W/cm^ 

ĉaic = heat flux calculated from surface 
temperature, W/cm^ 

êxp = measured heat flux, W/cm^ 
9raax = maximum heat flux, W/cm^ 

S = sensitivity of Heat Flux Micro
sensor, yuV/(W/cm^) 

t = time, s 
Ti = reference for temperature sensor, 

°C 
To = initial substrate temperature, °C 
Tj = surface temperature, °C 

= surface temperature calculated 
from heat flux, °C 

= measured surface temperature, °C 
= surface temperature calculated 

from numerical model, °C 
= substrate density, kg/m' 
= thermocouple sensitivity, /.iV/°C 
= first-order time constant, ^s 
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Fig. 3 Heat flux thermopile construction 

cess. The thermal properties of the substrate were measured by 
independent laboratories (Holometrix and Anter Laboratories) 
as /t = 165 W/m-K, C = 713 J/kg-K, and p = 3290 kg/m'. 
The corresponding value of i{kpC) is 19,670 in SI units, with 
an uncertainty calculated from the reported individual measure
ments of ± 5 percent. All of these values are close to those of 
the aluminum nozzle where the gage is mounted. Four pins 
were countersunk into the substrate to bring the surface tempera
ture and heat flux signals from the surface to the tunnel exterior 
without disturbing the flow. The HFM was mounted flush with 
the bottom surface of the shock tunnel, near the exit plane of 
the nozzle. 

For the purpose of gage sensitivity analysis, two channels of 
data were sampled using an HP 3562A Dynamic Signal Ana
lyzer. Heat flux and temperature signals from the HFM were 
sampled at different frequencies from 25 kHz for 80 ms up to 
250 kHz for 8 ms. Simultaneously, a LeCroy 6810 Waveform 
Digitizer was used to sample the HFM at a 1 //s interval. The 
faster sample rate allowed better resolution of the incident shock 
for time response estimation. 

Data Conversion, Digital Data Processing Routine. To 
convert measured heat flux to the corresponding calculated sur
face temperature a one-dimensional, semi-infinite model of the 
heat transfer in the substrate was used. The substrate was as
sumed to initially be at a uniform temperature. To- Baker and 
Diller (1993) developed a method for calculating time-resolved 
surface temperature from the measured heat flux signal. Using 
a Green's function approach, individual heat flux impulse solu
tions were combined to include a series of heat flux data points. 

Tsitn) -To = 
kpC 

Z % w 7 - tj - ^tn - tj+x (3) 

A computer code was written making use of this equation to 
process the £ , signal from the HFM. In addition to converting 
heat flux, the code calculates a heat flux sensitivity based on 
each data set by minimizing the sum of the errors between 
individual time values of the measured surface temperature, Texp 
and the temperature calculated from the heat flux, Tc^c • By this 
method, an independent measure of gage sensitivity can be 
obtained for each data sample (one test run of the shock tunnel). 
This is equivalent to obtaining an in-situ calibration of the heat 
flux sensor while tests are being performed. 

Numerical Model of HFM 
To provide an analytical basis for the heat flux sensor and 

substrate thermal response, a numerical model was developed. 
A close-up of the sputtered gage surface can be seen in Fig. 3. 
The gage consists of resistance layer (silicon monoxide) square 
pads interconnected with copper and nickel leads forming ther
mocouple junctions above and below alternating pads. The nu

merical model is a one-dimensional implicit finite-difference 
code which has fifteen nodes across the 1.4 ^m of sputtered 
gage thickness, shown as a cross-section of the pads in Fig. 4. 
There are ten nodes (not shown) across the 0.8 //m thick resis
tance layer. Below the gage are 50 nodes with increasing spac
ing across the quarter inch thick substrate of aluminum nitride. 
As can be seen in Fig. 4, the sputtering pattern for HFM-3 
consists of two separate layering orders. Thermocouple junc
tions alternate from top to bottom of the resistance layer, rather 
than being present on the top and bottom of each resistance 
layer pad as in previous sensors (Hager et al., 1991). 

The approximate dimensions (thicknesses of layers based on 
manufacturer given sputtering rates), are shown in Fig. 4, where 
the width to thickness ratio of an individual pad is 230 fxml 
1.4 //m = 164. Consequenfly, a one-dimensional model was 
considered justified. Because of the different layering orders for 
the alternating pads, two separate node networks were set up 
across the gage itself, but joined at the substrate surface to 
become one. The model assumed an adiabatic condition on the 
back surface of the substrate, which is valid for time less than 
0.15 seconds for the substrates used (Baker and Diller, 1993). 

The material properties used for the aluminum nitride sub
strate were as given earlier. Properties for all of the sputtered 
layers (except SiO) were taken as the same as the bulk proper
ties. The model (and gage itself) is most sensitive to the SiO 
resistance layer properties, which were estimated based on the 
measured sensor response. 

The program solves for the temperature profile across the 
sensor and through the substrate at each time step. The theoreti
cal voltage output of the sensor can then be calculated from 
the temperature difference between the thermocouple junctions 
above and below the thermal resistance layer 

E,. = natST (4) 

where n is the number of thermocouple pairs (280) and a is 
the thermoelectric output, which was taken as 21.5 fjM TC for 
copper and nickel. This allows comparison of input heat flux 
to heat flux output from the modeled sensor. In addition, three 
surface temperature versus time traces can be compared: the 
experimental temperature, Texp, the temperature from the numer
ical model, Tnum, and the temperature from the converted experi
mental heat flux signal, Tcic. 

Results 

As an example of the conversion method, the heat flux and 
temperature signals for one of the tests (air driver at a pressure 
of 1.65 MPa) are presented in Fig. 5 using the manufacturer's 
calibrations in Eqs. (1) and (2). Notice the initial passing shock 
and accompanying unsteadiness before the tunnel starts at 5 ms. 
The tunnel unstarts at 35 ms (refer back to Fig. 1 for pressure 
traces of a typical run at these conditions). While the heat flux 
is initially strong, it becomes negative by 40 ms. The corre-

Gage Layering 
Pad1 

Gage Layering 
Pad 2 

0.80 1.39 mn 

Fig. 4 Numerical model of heat flux sensor 
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sponding temperature change is very small because of the high 
thermal conductivity of the substrate and the short duration of 
the flow. Consequently, the effects of electrical noise on the 
signal are noticeable, and the uncertainty due to it (±0.05°C) 
is in addition to the 4 percent bias error (from calibration) 
indicated on the Fig. 5 axis label. The high-frequency fluctua
tions seen on the heat flux trace are actual flow phenomena, 
with the signal to noise ratio being much higher than for the 
temperature signal. 

The HFM heat flux signals were converted to the correspond
ing surface temperature values using equation (3). Comparison 
of the actual gage surface temperature (Texp) with the calculated 
gage surface temperature (r^aic) is shown in Fig. 6. There is 
good agreement between T^xp and r̂ aic > demonstrating the accu
racy of the data processing based on the one-dimensional model. 
The values of T^-^ic in the 5 to 15 ms range rising slightly above 
the values of T^^p was a common result, although not always 
present. The values of Tcaic dropping below T^^p past 25 ms was 
also observed frequently. Although not seen in Fig. 6, longer 
data sets show that the disagreement between Tcaic and Texp 
shown in Fig. 6 does not continue to diverge, but in fact the 
agreement in the two curves is excellent at longer times. The 
agreement holds for approximately half a second. A reason for 
the disagreement at short times (first 50 ms) is possibly related 
to the radiation from the high temperature flow to the cold 
(room temperature) sensor. Neither the aluminum-nitride sub
strate nor the HFM absorb all of the radiation at the surface, 
which the conversion model assumes. 

As evidence of the strength of the conversion methodology 
of going from heat flux to temperature, note that the temperature 
curve calculated from the heat flux is much smoother than the 
measured temperature curve because of the integration process 
represented by Eq. (3). Comparison of the actual heat flux (ijact) 
with the calculated heat flux (q'caic) can also be used to determine 
S, but ĉaio is an extremely noise curve. Because heat flux is 
proportional to the time rate of change of temperature, the ef
fects of electrical noise are increased when converting from 
temperature to heat flux because the data processing is a differ
entiation type process (Baker and Diller, 1993). 

Heat Flux Sensitivity Calibration. By comparing the tem
perature and heat flux signals from the Heat Flux Microsensor 
(HFM) processed according to the digital-data-processing rou
tine presented above, an independent measure of gage sensitiv
ity S, can be found. This measure of S is particularly valuable 
because it is determined in the actual high speed flow and high 
temperature environment of the test. 

There are several conceptual issues that underlie the calibra
tion method. Instead of relying on a known input heat flux as 
the standard for comparison, the change in temperature of the 
surface is used with the substrate properties as the standard. 
Because the two sensors are located close together physically 

on the surface, it is assumed that they measure the same thermal 
phenomena, as demonstrated in Fig. 6. The advantages of this 
calibration method are that temperature is easier to calibrate 
than heat flux and calibration of the heat flux sensor can be 
checked during the start of every experiment. The uncertainty 
of the method is the combination of the uncertainties of the 
heat flux and temperature measurements plus the uncertainty of 
the substrate properties, which in this case is estimated as a 
total uncertainty in S of ± 8 percent. 

Heat flux sensitivities were calculated for 12 separate shock 
tunnel runs. The driver pressures used were set between 1.21 
and 2.07 MPa, using helium or air. Run time lengths varied 
from 8 to 64 milliseconds. All data sets were 2048 points in 
length. Raw voltages were input to the conversion program 
described earlier, and the sensitivity that minimized the error 
between the resulting T^xp and Tcaic curves (such as shown in 
Fig. 6) was found for each run. An average value for the 12 
runs of S = 49.3 /xV/( W/cm^) was obtained with a 95 percent 
confidence interval of ± 12 percent. This value is in excellent 
agreement with the manufacturer supplied radiation calibration 
of S = 50.0 //V/(W/cm^) and the value obtained in convection 
calibration of S = 49.2 (//V/W/cm^). The confidence interval 
was higher than the expected uncertainty of the measurements, 
which was attributed to noise in the temperature signal. To 
minimize this effect, an average value of many data points prior 
to tunnel startup was used as the initial To upon which the 
converted heat flux signal T^^^ was built. In order to have accu
rate sensitivities calculated from the data, input signals with 
high signal to noise ratios (aided by high heat fluxes), and high 
sampling frequencies (to get more data points) are necessary. 
As this implies, the shorter shock tunnel data sets (8 ms) had 
higher uncertainties than the longer ones (64 ms). 

It should be noted that the accuracy of the data conversion 
routine is limited to short run-times due to the semi-infinite 
conduction assumption. The resulting sensitivity and the indi
vidual measurements of temperature and heat flux, however, 
are valid for any length of time. 

Numerical Model. The heat flux sensitivity, S, found from 
the shock tunnel results was used to calculate the appropriate 
thermal conductivity of the silicon monoxide layer in the sensor. 
The value obtained was 0.97 W/m • K, which is lower than the 
assumed bulk value of 1.38 W/m-K. It is much higher than 
the value reported by Hager et al. (1991) for sputtered silicon 
monoxide of 0.1 W/m • K. Properties of sputtered materials are 
known to be highly dependent on the conditions used during 
the sputtering process. 

Because of the flexibility of the numerical model, a wide 
range of input signals can be used. One important test is to 

5 10 15 20 25 30 35 40 45 50 55 60 65 
Time (ms) 

Fig. 6 Calculated and experimental surface temperature 
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dence of overshoot in the gage response. Consequently, a first-
order model was used to estimate a time constant for the sensor 
from the passing shock data. 

= 1 - e" (5) 

-5 0 5 10 15 20 25 30 35 40 45 

Time (iffi) 

Fig. 7 HFM record of passing shoclts in shoci< tunnel 

determine if the sensor alters the measurement of heat flux. To 
model this situation, measured heat flux data (Fig. 5) were used 
as input to the numerical model. The heat flux sensor output 
from the numerical model, q„^m, differed by less than 1 percent 
from the input as a result of high-frequency attenuation effects. 
Therefore, the sensor should not alter the measurement over 
these time scales. It also demonstrates that the HFM outputs a 
heat flux signal directly proportional to the actual surface heat 
flux. 

Likewise, the resulting surface temperature, Tnm,,, predicted 
by the model can be compared with the HFM temperature sig
nal, Texp shown in Fig. 5. The temperature at the surface of the 
substrate below the heat flux gage was found to agree nearly 
exactly with T^atc in Fig. 6 (less than 1 percent difference). 
This indicates that the one-dimensional numerical model of the 
substrate matches the analytical representation in Eq. (3) and 
can be used to convert heat flux to surface temperature. 

The temperature at the top surface of the heat flux sensor 
was also compared with the temperature at the substrate surface. 
The difference in temperature was found to be a maximum of 
O.rC at the point of maximum heat flux (q = 20 W/cm^ on 
Fig. 5) . This difference is negligible for most applications, and 
is a small fraction of a percent of the total temperature difference 
from the fluid to the surface. This illustrates the extremely small 
thermal disruption due to the sensor presence. 

Frequency Response Estimation. Previously, a Bragg cell 
and laser were used to create a step change of heat flux for 
estimating the time response of a thin-film heat flux sensor 
(Hager et al., 1991). One problem with any radiation measure
ment, however, is that a coating of high absorptivity is required 
over the sensor to insure uniform absorption of the heat flux. 
Unfortunately, because the coating is typically thicker than the 
sensor itself, the time response is severely altered. One big 
advantage of the shock tunnel is that an absorption coating is 
not required because the heat transfer is based on convection. 
The incident shock provides a sharp change in the thermal and 
flow properties as the shock passes over the wall position of 
the gage in about 5 /liS. 

Figure 7 shows six different passing shock records. These 
traces are expansions of the incident shock passings of the same 
data used in sensitivity estimation. The scale has been expanded 
from milliseconds to microseconds and the individual data 
points are marked for the 1 MHz sampling rate. Note the magni
tude of the heat flux pulses. Also, there is no initial dip in heat 
flux as observed by Roberts et al. (1990). This is confirmation 
that the dip was an artifact of using a hot-film sensor driven by 
an anemometer. 

The response of the gage to a step input in heat flux was 
simulated using the numerical model. Results showed a nearly 
first-order exponential rise (within 10 percent), with no evi-

Results based on Fig. 7 show that the passing shocks ramp 
up in approximately 5 fj.s as the shock passes over the physical 
space of the gage, followed by a segment of roughly constant 
heat flux. To model the passing shock as a step in heat flux, 
average heat flux values were estimated for the first 10 /its for 
different runs. These values were used for m̂ax in Eq. (5) yield
ing an approximate thermal time constant of T = 6 /US for the 
data in Fig. 7. 

Based on this result, the values of the parameters in the 
numerical model were adjusted. Originally, the numerical model 
used the bulk properties of silicon dioxide because no properties 
of silicon monoxide were available. This resulted in a calculated 
time constant of T = 2 /.ts. To correspond to the experimentally 
estimated 6 /iS time constant, the product of pC was increased 
from 1.16 J/cm^ • K (bulk value) to 18.0 J/cm' • K. Such large 
differences between properties of sputtered and bulk materials 
are common (Goodson et al., 1994). It is important to note that 
this difference only affects the theoretical response of the sensor 
to high-frequency input (>100 kHz). 

The combined results of the numerical model and passing 
shock experiments demonstrate the first-order response charac
teristics of the HFM, as well as a method for estimating fre
quency response of a heat flux sensor in a convective environ
ment. 

Conclusions 
A method has been developed for determining heat flux sensi

tivity for the Heat Flux Microsensor (HFM) from shock tunnel 
test data. Using a simple data processing code, it was demon
strated how measured heat flux can be converted to surface 
temperature and compared with the measured temperatures. By 
minimizing the difference between these two data sets, an inde
pendent measure of sensitivity can be determined for each test 
run. Values from 12 runs were compared with sensitivity cali
brations performed by other means. The results were well within 
the calibration uncertainties. 

A numerical model of the heat flux sensor and substrate was 
used to predict the heat flux response of the sensor to an actual 
heat flux signal. In addition, the transient surface temperature 
predicted by the model agrees with the experimental surface 
temperature. The model also shows first-order characteristics in 
response to a step input of heat flux. Analysis of heat flux 
resulting from passage of the incident shock gave an approxi
mate first-order time constant for the heat flux sensor of 6 /xs. 
The data and model, therefore, support a frequency response 
better than 100 kHz, with a flat response across the entire band
width. 

Because the high speed and high temperature flow in a shock 
tunnel is similar to the environment often encountered in heat 
flux testing, the sensitivities and time response determined in 
the shock tunnel are particularly appropriate. 
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The Ducted Tip—A Hydrofoil Tip 
Geometry With Superior 
Cavitation Performance 
A novel hydrofoil design, consisting of a small diameter flow-through duct affixed to 
the tip, has been studied. The tip vortex cavitation inception index, tr,, of this hydrofoil 
geometry is about a factor of 2 lower than that of a conventional rounded hydrofoil 
tip. This inception improvement comes with little associated performance penalty. 
For angles of attack greater than 8 deg the noncavitating lift-drag ratio is actually 
superior to that of an unducted hydrofoil of equal span, although with lower wing 
loadings the hydrofoil performance is diminished by application of the ducted tip. 
The ducted tip is effective at reducing the tip vortex inception index because, in 
contrast with the rounded tip, for which vorticity in the Trefftz plane is confined to 
a line, the ducted tip shed vorticity at the trailing edge is distributed over a line and 
circle. Distributing the vorticity in this fashion causes the trailing vortex to roll up 
less tightly, and hence have a higher core pressure and lower a,, than a conventional 
hydrofoil tip. It is also suspected that the Interaction at the microscale level between 
the flow through the duct, and the flow around it, makes the vortex core size larger, 
and therefore a, smaller. The ducted tip design has many potential marine applica
tions, including to ship and submarine propellers, submarine control fins, and ship 
rudders. 

1 Introduction 

Wherever a lifting surface terminates in a fluid, a tip vortex 
is formed. This tip vortex is almost always an important, and 
often a central, feature of the flowfield. 

1.1 Motivation for Tip Vortex Researcli. Arguably, the 
four most important flows in which tip vortices play a central 
role are the following plane interaction problem, helicopter 
blade-vortex interaction, airplane wing lift/drag inefficiency, 
and propeller/hydrofoil tip vortex cavitation. 

In the following plane problem,, the tip vortices generated by 
one aircraft may be sufficiently strong that a following plane 
accidentally entering into one of the vortices experiences a loss 
of control. This accidental interaction is most likely to occur 
during aerial refueling and over airport runways. Critchley 
(1991) has documented that serious incidents involving such 
interactions occur at an average rate of 9 per year at Heathrow 
airport! The cost of maintaining sufficient plane separation dis
tances on landing to limit the frequency of such hazardous 
interactions is about $10 million annually for every major air
port (Winter, 1991). 

Helicopter rotor blades generate strong tip vortices. If the 
helicopter is hovering, following rotor blades will pass through 
the tip vortex generated by leading blades. In passing through 
the tip vortex, the following blade experiences large fluctuating 
forces (due to the unsteady aerodynamic loading) that can cause 
premature rotor blade fatigue and excessive blade noise (Poling 
et al., 1989). 

Tip vortices are also significant because they represent sub
stantial lifting inefficiencies. The downwash associated with 
wing tip vortices causes aerodynamic induced drag. Induced 
drag on wings is a particularly salient issue. Approximately 35 
percent of the drag on a typical aircraft is lift induced drag 
(Webber and Dansby, 1983). Due to the small aspect ratio of 
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marine propellers, induced drag on propellers is likely to be 
a greater percentage of the overall drag than in aeronautical 
applications. The potential savings to be reaped by reducing 
airplane induced drag, even fractionally, are staggering— 
roughly $100 million/year worldwide for each 1 percent in
duced drag reduction. 

Finally, and of greatest relevance in terms of this article, is 
the tendency for tip vortices generated in marine applications 
to cavitate even at elevated inception indices. The reason for 
the high values of u, may be traced to the fact that the vortical 
motion is particularly strong (large UglVa) in tip vortices. In 
order to sustain these large tangential velocities (and hence 
extremely high centripetal accelerations), there exists a large 
radial pressure gradient from the vortex core to the surrounding 
fluid. If the freestream pressure is low enough, or the tangential 
velocity is high, the pressure in the vortex core will locally fall 
below the water vapour pressure and cavitation may occur. 

1.2 Review of Previous Tip Vortex Researcli. The liter
ature on tip vortices is very large—over 1000 papers have been 
published in the field (Green, 1994). Only those contributions 
having a direct bearing on the research described in this paper 
will be summarized below. We begin with a discussion of single 
phase flow results. 

It has now been well established that trailing vortices gener
ated by wings roll up exceptionally quickly. In general, roll 
up is complete, i.e., the tangential velocity field is virtually 
independent of downstream distance, 1 - 2 chords downstream 
of the trailing edge of an airfoil (Shekariz et al., 1992, Stine-
bring et al., 1991, Green and Acosta, 1991). In contrast with 
the virtual invariance of the tangential velocity distribution in 
the axial direction, the axial velocity distribution in general falls 
markedly with downstream distance. For example, Pauchet et 
al. (1993) have measured a drop in vortex core axial velocity 
from 2.5Voo to \.5V„ within two chord lengths downstream of 
a particular hydrofoil. Reynolds number also has a much more 
profound effect on axial velocity than it does on tangential 
velocity (Green and Acosta, 1991). 

The precise geometry of the wing that generates the tip vortex 
also has a substantial influence on the single phase flow charac-
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teristics. Changing simply the airfoil section shape (e.g., from 
an NACA 0020 to an NACA 16020), while keeping the wing 
planform constant, can change dramatically the single phase tip 
vortex flow (Pauchet et al , 1993). Similarly, changing the wing 
planform has a marked influence on the tip vortex. For example, 
elliptic wing planforms tend to behave quite differently from 
rectangular planforms (e.g., compare Fig. 4 of Arndt et al. 
(1991) with Fig. 1 of Green and Acosta (1991). Changing the 
wing tip shape and even roughness (Green et al., 1988, Stine-
bring et al., 1991) can also dramatically alter the tip vortex. 

We now extend the discussion of tip vortices to include cavi
tation observations. Platzer and Souders (1979) is a good, 
though now somewhat dated, review of tip vortex cavitation 
knowledge. 

Cavitation inception generally occurs in the region immedi
ately downstream, to as far as two chords downstream, of the 
generating wing (Arndt et al , 1991, Maines and Arndt, 1993, 
Stinebring et al., 1991, Green, 1991). Inception is generally 
highly unsteady, occurring first at one location and subsequently 
up or downstream from it. Upon further reducing the flow cavi
tation number below a,, a long portion of the tip vortex cavi-
tates. These observations are consistent with the known mini
mum of vortex core pressure near the hydrofoil trailing edge 
(owing to rapid rollup), and with the smaU axial pressure gradi
ent along a tip vortex centerline (resulting from the small varia
tion in t/o with downstream distance). The magnitude of the 
inception index in general correlates well with - Cp in the vortex 
core (Fruman et al , 1991), although there is evidence that 
unsteadiness in the flow may cause cr, to be raised above — Cp 
(Green, 1991, Arndt and Keller, 1992). 

Tip cavitation inception is highly dependent on small details 
of the flow near the tip. Stinebring et al. (1991) and McCormick 
(1962) have shown that merely roughening the pressure surface 
tip region of a hydrofoil substantially reduces a,. Drilling small 
holes in a hydrofoil from the pressure to the suction surfaces 
at the tip also reduces ai (Arakeri et al., 1985, Sharma et al., 
1990). Recently, Chahine et al. (1993) have shown that injec
tion of modest amounts of Polyox solution (a viscoelastic poly
mer) into a propeller tip vortex can, under optimum conditions, 
reduce the cavitation inception index by up to 35 percent. They 
attribute this reduction to a significant thickening of the vortex 
core caused by the viscoelasticity of the solution. The depen
dence of tip vortex u, on small details of the tip flow is congru
ent with the known sensitivity of the single phase tip flow to 
the same details. 

There has been fairly heated debate about the exact depen
dence, and reason for the dependence, of a, on Reynolds num
ber. In the now classical work in the field, McCormick (1962) 
found that u, varies as Re°^^. He attributed this Reynolds num
ber dependence to the fact that the size of the trailing vortex 
core, and hence the inception index for given vortex circulation, 
is related to the wing boundary layer thickness. Stinebring et 
al. (1989) have corroborated this hypothesis by measuring the 
trailing vortex core radius at constant lift coefficient. They found 
the core radius is proportional to Re"'̂ *", which implies a reduc-

Wlng Root wing Tip 

+ + + + + + + + I 
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Wing Root 
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Fig. 1 Shed vorticity in the Trefftz piane from (a) conventional and 
(b) ducted tip wings 

tion in core pressure with increasing Re. Falcao de Campos et 
al. (1989) have observed virtually no dependence of CTJ on Re. 
In contrast, Pauchet etal .( 1993) and Maines et al. (1993) have 
observed the Re"''' dependence (Maines et al. use the exponent 
0.4 on the Reynolds number). 

The size and quality of freestream nuclei also has a substantial 
impact on a,. Arndt and Keller (1992) have measured a dou
bling of (T, when the freestream fluid is changed from ' 'strong'' 
water (few and small nuclei) to "weak" water (many, large 
nuclei). 

In summary, the single phase flow in tip vortices is highly 
complex. The flow, which is highly unsteady, is a function of 
not merely the wing lift coefficient, but also of the wing plan-
form shape, wing tip shape and roughness, flow Reynolds num
ber (and presumably Mach number too) and wing airfoil sec
tion. The cavitating tip vortex flow is much more complex still, 
depending on all of the above variables and also on the number 
and size of freestream nuclei. 

2 The Ducted Tip Wing Geometry 
The tip vortex inception results described in Section 1.2 are 

both discouraging, in that they reveal our ignorance of tip vortex 
cavitation, and encouraging, because they imply that we can 
modify the tip inception index of a wing through simple means. 

This paper documents one successful tip cavitation inception 
delay device—the ducted tip. Before discussing our experimen
tal studies of the ducted tip geometry, we begin with a brief 
explanation of the rationale for this novel geometry. 

As a consequence of Helmholtz vortex laws, the total shed 
circulation from a wing is essentially established once the wing 
lift is specified. Therefore, the only way to modify the tip vortex 
core pressure (and thus cr,) is to redistribute this shed circula
tion. In particular, the less concentrated the shed circulation 
from a wing, the larger the tip vortex core will be, and hence 
the lower its inception index. 

A conventional planar wing sheds (in theory, see e.g. Milne-
Thomson (1958)) a line of vorticity in the Trefftz plane (Fig. 
1(a)). Any wing with an elliptical or near elliptical loading 

N o m e n c l a t u r e 

c = wing chord [m] 
CD = DRAG FORCE/O.5py^5' [1] 
Cz. = LIFT FORCE/0.5/9V^S [1] 
Cp-p— p„IQ.5pV I, - time mean 

pressure coefficient [1] 
DAC = dissolved air content of water 

[ppm] 
p = local time mean pressure [P„] 

Pi = freestream pressure of cavitation 
inception [/"„] 

p^ = vapor pressure of water [P„] 

p„ = freestream pressure [P„] 
r = radial distance from vortex center-

line [m] 
Re = V^clv = Reynolds number [1] 

S = planform area of rounded tip wing 

Ug = tangential velocity [m/s] 
Ko = freestream velocity [m/s] 
a = geometric angle of attack of airfoil 

[degrees] 
«„ = zero-lift angle of airfoil [degrees] 

0,, = angle streaklines on airfoil pressure 
surface make relative to the free-
stream direction [degrees] 

©., = angle streaklines on airfoil suction 
surface make relative to the fre
estream direction [degrees] 

f = fluid kinematic viscosity [m^/s] 
p = fluid density [kg/m-*] 

o"/ = KPi - Pv)/0-5pVi] = cavitation 
inception index [1] 
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(•) (b) 

Fig. 2 Schematics of wing tip devices. Fiow Is right to left, (a) Ducted 
tip. (b) Bi-wing tip. 

(a desirable characteristic for maximizing L/D) has this shed 
vorticity concentrated at the wing tips, which accounts in part 
for the small vortex core radius and hence high a, of elliptically 
loaded wings.' 

Nonplanar wings (Cone 1963) are not subject to the same 
near-elliptical loading constraint as conventional wings, and 
hence do not necessarily shed concentrated vorticity at the wing 
tip. They therefore potentially have much lower tip vortex cavi
tation inception indices and, according to Cone, less induced 
drag, than conventional wings. 

The ducted-tip wing is one example of a non-planar wing. It 
consists of a conventional planar wing to which is mounted a 
hollow duct, approximately aligned with the wing chord (Fig. 
2) . Figure l{b) is a Trefftz plane schematic of the configura
tion. Provided that the flow through the duct has little rotation 
(a reasonable assumption if the entrance to the duct is near the 
wing leading edge), and the flow around the exterior of the 
duct has a significant swirl (again, a reasonable assumption 
because the large pressure gradient that exists near the wing 
tip, from the pressure surface to the suction surface, will cause 
a rapid tangential flow around the tip), there will be significant 
vorticity shed from the duct, as illustrated in Fig. l{b). Because 
this shed vorticity is spread over a region of radius comparable 
to the (large) duct radius, it seems plausible that the resulting 
tip vortex core radius will also be large. This insight into the 
distribution of shed vorticity encouraged us to explore experi
mentally the ducted tip geometry. 

3 Experimental Apparatus and Procedures 
The line-of-reasoning described in Section 2 leads one to 

hope that the ducted tip wing geometry has superior tip cavita
tion characteristics. From a practical standpoint, one is not 
merely interested in improvements in tip ai, one must also 
know that these improvements are not coincident with a large 
lift reduction or drag increase. Consequently, the experimental 
program described here consisted of two discrete parts—mea
surement of the inception characteristics of a ducted tip wing, 
and measurement of the lift and drag behavior of such a wing. 

The tip vortex inception measurements were carried out in 
the Low Turbulence Water Tunnel (LTWT) at Caltech. The 
water tunnel facility has a test section of 30.5 cm X 30.5 cm 
X 2.5 m long, with a freestream velocity adjustable up to 10 
m/s. The freestream pressure, /?=», can be varied from slightly 
above atmospheric pressure to 25 kPa by means of a vacuum 
pump. By using a deaeration system and diatomaceous earth 
filtration, the freestream nuclei content of the water was con-

' Real fluid effects that cause the formation of secondaiy vortices have only a 
slight impact (addition of a small amount of countersign vorticity near the tips, 
and smearing of the distribution) on the shed vorticity distribution. 

trolled. A van Slyke device was used to measure the water's 
total dissolved air content. 

A rectangular planform, untwisted, constant airfoil section 
(NACA 64-309 modified), hydrofoil was reflection-plane 
mounted in the LTWT. The chord of this hydrofoil was 15.2 
cm, and the semispan was 17.8 cm, resulting in an effective 
aspect ratio of 2.3. The Reynolds number based on chord length 
for all the cavitation tests described in this article was in the 
range 1.1 X 10* < Re < 1.6 X 10^ This basic wing was fitted 
with two different tips. The first tip was a duct comprised of a 
2.9 cm outside diameter (with a wall thickness of 0.2 cm) 
cambered brass pipe, 10.2 cm long, attached flush with the 
hydrofoil trailing edge, with axis aligned with the camberline 
(Fig. 2(a) ) . The size of the duct selected for these studies is 
probably not optimum. We designed a duct based on intuition 
guided by the following considerations: too large a duct will 
cause excessive parasite drag, while a duct that is too small will 
have reduced flow through the duct and will cause little change 
to the shed vorticity distribution. The second tip, which was 
used for comparison purposes, was a rounded tip geometry with 
approximately semicircular cross-sections perpendicular to the 
chordwise direction, fitted onto the end of the basic wing 
(Fig. 3) . 

Two different procedures were used to study the flow around 
these wing tip geometries. Surface flow visualization was ac
complished using the paint drop technique (Green et al., 1988). 
With the hydrofoil out of the water tunnel, drops of oil-based 
paint were dotted on its surface. The hydrofoil was then returned 
to the tunnel, and the LTWT was quickly accelerated up to a 
set velocity, causing the paint drops to be smeared in the direc
tion of the local shearing stress. 

The second procedure involved cavitation inception measure
ment and cavitation photography. The large range of inception 
numbers encountered precluded us from maintaining a constant 
Reynolds number for all the tests. Instead, cavitation inception 
testing consisted of setting the hydrofoil angle of attack and 
gradually increasing Voo and decreasing p„ until cavitation incep
tion was observed under stroboscopic illumination. Hydrofoil 
leading edge inception was defined to occur when cavitation 
was observed on the foil surface half way between the wing 
root and tip; trailing vortex inception when at least one cavita
tion event per second was seen. When the leading edge inception 
index, (cr,)/^ was larger than the tip vortex inception index, 
(cr,)n,, it was necessary to achieve (IT,),„ quickly after {ai),^ 
to avoid erroneous measurements due to the recirculation of 
cavitation nuclei in the LTWT. Photographs of cavitation were 
taken by illuminating the hydrofoil and tip vortex in the span-
wise direction, and recording on film the light reflected normal 
to the hydrofoil planform. The cavitation behaviour of the 
rounded tip was studied first, and several week later, following 
attempts with different ducted tip geometries, testing of the final 
ducted tip geometry began. 

The aerodynamic performance of the two tip geometries was 
evaluated in the Low Speed Wind Tunnel (LSWT) at the Uni
versity of British Columbia. The truncated rectangular cross-
section test section of this facility has dimensions 60 cm X 91 
cm and is 4 m long. The maximum velocity attainable in the 
test section is 40 m/s, although the velocity was maintained at 
30 m/s for these experiments. A six-axis strain-gauged force 
balance measures lift and drag forces on models in the test 
section. 

Aerodynamic testing in the LSWT was done on a rectangular 
planform, untwisted, constant airfoil section (NACA 66-209) 
basic wing. This acrylic wing is 30.5 cm in chord and 35.6 cm 
in semi-span, and it is fitted with 92 surface pressure taps. 
Several different tips were attached to the basic wing, including 
a series of cambered circular aluminum ducts 3.8 cm in outside 
diameter (with a wall thickness of 0.2 cm) with lengths ranging 
from 19.8 cm to 30.5 cm (i.e., 65 percent of wing chord to 100 
percent of wing chord). These ducts were aligned with the wing 
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Fig. 3(a) Fig. 3 (b) 

Fig. 3 (c) 

Fig. 3 Surface flow visualization on the rounded tip geometry, (a) Pres
sure side. Flow Is right to left, (b) Suction side. Flow Is left to right, (c) 
Inboard view of tip. Flow is left to right. The wing pressure surface is at 
the top. 

trailing edge and were affixed approximately parallel to the 
wing camberline (Figure 2 (a ) ) . An elUptical wing tip duct, 
with major axis 10.5 cm (aligned normal to the wing planform), 
minor axis 3.9 cm, and length 19.8 cm was also tested. The last 
type of ducted tip tested was a "bi-wing" configuration. 

The "bi-wing" tip (Fig. 2(b)) was constructed of two paral
lel NACA 0006 short airfoils of 15 cm chord and 3.5 cm span 
joined together at both span ends with thin aluminum plates. 
The chordline-to-chordline separation of these airfoils was 3.5 
cm. This bi-wing tip was attached to the tip of the basic wing 
with the short airfoils aligned parallel with the basic wing. 
All plate/wing junctions were then faired with putty before 
aerodynamic testing. 

For comparison purposes, two other tip geometries were also 
wind tunnel-tested. A semicircular tip constructed of acrylic 
and body filler 3.8 cm in span was one conventional geometry 
tested, and a square cut tip (i.e., constant airfoil section to the 
tip, where the wing chord falls abruptly to zero) 3.8 cm in span 
was also tested. 

In summary, a number of different wing tip geometries were 
tested in the wind tunnel, all with semi-spans of 39.4 cm, though 
with aspect ratios varying from 2.58 for the square cut tip, to 
2.60 for the rounded tip, to 2.67 for the 65 percent partial 
chord ducted tip. The aerodynamic test configurations were not 
geometrically similar with the cavitation test models, but they 
were nearly so. 

Three aerodynamic measurements were made in the LSWT: 
the lift coefficient, Q , versus angle of attack a, the drag coeffi
cient, CD, versus a, and the pressure distribution on both sides 
of the basic wing. 

4 Results and Discussion 

4.1 Flow Visualization. Examining the surface flow over 
an airfoil is perhaps the easiest way to assess qualitatively the 

Fig. 4 (a) Fig. 4 (b) 

Fig. 4 (c) 

Fig. 4 (d) 

Fig. 4 (a) Surface flow visualization on the pressure side of the ducted 
tip wing. The flow is right to left, a = 7°, Re = 1.2 x 10°. (b) Suction side 
view of the wing in Fig. 4(a). The flow is left to right, (c) Inboard view 
toward tip of the flow in Fig. 4(a). The flow is left to right. The pressure 
surface Is at the top of the photograph, (d) Upstream view through the 
duct of the flow In Fig. 4(a). The pressure surface is to the right. 
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Fig. 5 Developed trailing vortex cavitation behind the rounded tip geom
etry, a = 7°, Re = 1.3 X 10°, o- = 1.8, DAC = 5.4 ppm. 

performance of different wing tip geometries. Figure 3(a) is a 
view of the surface flow over the pressure side of the rounded 
tip geometry. The flow direction is nearly streamwise near the 
reflection-plane mount (near the bottom of the photograph) 
and acquires an increasing spanwise component as the tip is 
approached. Over the majority of the suction side of the wing 
(Fig. 3 (^)) there is also an increasing spanwise velocity compo
nent (for this side, directed from the tip to the root) as the tip 
is approached. Streaklines directed toward the tip on the suction 
side result from, respectively, the tip vortex rollup in the region 
near the tip, and an interference vortex near the wing root. The 
difference between the suction and pressure surface spanwise 
velocities at each spanwise location is related to the local shed 
vorticity per unit span length. If the freestream direction compo
nent of the velocity (external to the boundary layer) is V„, one 
may show that the shed circulation is approximately y„(sin ©^ 
— sin 0 , ) . 0;, and 0 , are the angles the streaklines make relative 
to the freestream at the hydrofoil trailing edge, on, respectively, 
the pressure and suction surfaces. 

Lifting line and lifting surface theory predict that a rectangu
lar planform wing should shed a vortex sheet with vorticity 
concentrated at the tips—a prediction borne out by Fig. 3. 

The surface flow over the ducted tip geometry is quite differ
ent from that over the conventional tip geometry. The spanwise 
velocity component at the trailing edge, on both the suction and 
pressure surfaces (Fig. 4) , is substantially less than that of the 
rounded tip wing. At one third of the spanwise distance from 
the reflection plane mount, for example, the angle the rounded 
tip streaklines make with the freestream direction is about 50 
percent greater than the streakline angles of the ducted tip. 
This difference in spanwise velocity component implies that the 
ducted tip wing sheds less bound circulation over the majority 
of the wing span than does the rounded wing tip. Smear lines 
in the duct (Fig. 4(d)) have little swirl, whereas those on the 
duct exterior indicate a large tangential velocity. This observa
tion confirms that substantial vorticity is shed from the duct, as 
indicated in Fig. 1(b). 

4.2 Cavitation Characteristics. Figure 5 is a photograph 
of developed tip vortex cavitation behind the rounded tip geom
etry. The cavity cross-section is oval immediately downstream 
of the tip, and becomes nearly circular within one chord of the 
trailing edge. This shape is consistent with the known transition 
of the tip vortex velocity field from asymmetric at the hydrofoil 
trailing edge to nearly axisymmetric a short distance down
stream (Fruman et al., 1991, Green and Acosta, 1991). Devel
opment of this continuous vapour-filled tip vortex cavity occurs 

when the cavitation number is decreased by just 10-20 percent 
below cr,. The rapidity of the cavitating vortex development 
implies that the axial pressure gradient along the core of a tip 
vortex is small, in agreement with recent measurements by 
Green (1991). 

Unlike a developed trailing vortex cavity, which is a steady 
phenomenon, cavitation inception is highly unsteady. Cavitation 
inception in the rounded tip vortex is observed 0.3 to 1.5 chords 
downstream of the hydrofoil trailing edge; the exact location 
of trailing vortex inception fluctuates in an apparently random 
manner within this range. It is not known if the fluctuation of 
the inception location is due to variability in the location at 
which freestream nuclei are captured by the vortex (Ligneul 
and Latorre, 1989), or due to the fluctuating pressure field 
within the tip vortex core (Green, 1991). 

Trailing vortex inception occurs for a, = 1.8 ± 0.2 near the 
hydrofoil operating angle of attack, a = 7 deg (Fig. 6) . As a 
is varied about the operating angle of attack, the inception index 
varies much less rapidly than the (a - UQ)^ dependence pre
dicted by a simple Rankine vortex model. Amdt and Keller 
(1992) have observed the same effect, which they attribute to 
the significant tension that can be sustained by low-nuclei-con
tent water prior to cavitation inception. Hydrofoil leading edge 
surface cavitation inception occurs for cr, = 0.9 ± 0 . 1 , substan
tially lower than the value for tip vortex inception. This observa
tion implies that tip vortex cavitation occurs in many situations 
for which surface cavitation on the hydrofoil is not present. 

The inception indices plotted in Figure 6 were determined in 
strong (i.e., low nuclei content) water. Water with more free-
stream nuclei exhibited much higher inception indices (greater 
by a factor of 2 when the dissolved air content of the water 
was doubled from 4 to 8 ppm). Amdt and Keller (1992) and 
Amdt et al. (1991) observed a similarly strong dependence of 
(T, on nuclei content. 

Cavitation inception from the hydrofoil ducted tip was first 
observed on the outside edge of the suction surface portion of 
the duct. This surface cavitation is caused by the separation that 
occurs as the flow, which has a high tangential velocity around 
the tip, encounters the duct leading edge. Figure 7 is a photo
graph of cavitation nuclei generated by the duct surface that 
have migrated into the ducted tip vortex. Note the diffuse ap
pearance of the vortex. 

CAVITATION INCEPTION INDEX 
(ROUND TIP) 

0 10 

ATTACK ANGLES [DEGREES] 

20 

Leading Edge Tip Vortex 

Fig. 6 Cavitation Inception index versus angle of attacl< for the rounded 
tip geometry. Re = 1.4 x 10°, DAC = 5.4 ppm (uncertainty in <* = ±0.2° 
and in a; = ±10 percent at the 95 percent confidence level). 
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Fig. 7 Ducted tip vortex made visibie by migration of cavitation nuclei, 
generated at the duct leading edge, into the vortex, a - 7°, Re = 1.2 x 
10°, a = 1.5, DAC = 7.0 ppm. 

CAVITATION INCEPTION INDEX 
(RING WING TCP) 

-10 -5 0 5 10 
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-Tlp\S)itox ' Leading Bdge - • - Leading Bdge of Wing 

True trailing vortex cavitation occurs only when a is reduced 
well below the inception index of both the ducted tip surface 
cavitation and the hydrofoil leading edge cavitation. As a conse
quence, cavitation nuclei generated by both the wing leading 
edge and duct surface cavitation are swept into the tip vortex 
prior to inception there. Because the tip vortex is exposed to 
water of much higher nuclei content than the freestream water, 
the tip vortex will cavitate at relatively higher cr,. The ducted tip 
vortex inception measurements are thus biased to high values. 

Despite this "unfavorable" bias, the ducted tip vortex data 
(Fig. 8) show a remarkable decrease in cr, relative to the 
rounded tip geometry. For an angle of attack of 7 deg, the 
inception index of the ducted tip vortex is a, — 0.9 ± 0.1. In 
contrast, at the same angle of attack, the rounded tip vortex has 
(T, = 1.8 ± 0.2 (i.e. a, of the ducted tip is 50 percent less). 
For angles of attack of 5 and 10 deg, the ducted tip vortex ai 
is 0.5 ± 0.05 and 1.8 ± 0.2. These values are respectively 61 
and 28 percent less than the rounded tip cr, values (1.3 ± 0.1 
and 2.5 ± 0.1) at the same a. 

As explained previously, the inception index of tip vortex 
cavitation is a strong function of the nuclei content of the water. 
One might therefore posit that the large reduction of a,, when 
the ducted tip is installed, results from a decrease in the nuclei 
content of the water between the time of the rounded tip tests 
and the ducted tip tests. In fact, two observations point to an 
increase in freestream nuclei between the tests. One such obser
vation is the increase in the dissolved air content (from 5 ppm 
to 7 ppm with an error of ±0.5 ppm) between the rounded and 
ducted tip tests. The observed increase in hydrofoil leading edge 
(J, (from 0.3 to 0.8 at a = 5 deg, from 1.0 to 1.5 at a = 7 deg, 
and from 3.0 to 3.5 at a = 10 deg) between the rounded and 
ducted tip tests is another strong indicator of an increase in 
freestream nuclei concentrations. 

In summary, two factors tend to bias the ducted tip a, to 
elevated values—the presence of more naturally-occurring free-
stream nuclei during testing of that geometry, and the generation 
of nuclei by cavitation from the hydrofoil leading edge. Despite 
these two influences, cavitation inception from the ducted tip 
geometry occurred at much lower inception indices than from 
the rounded tip geometry. 

One may be concerned that the gains in cavitation inception 
improvement resulting from the ducted tip modification are ne
gated by the increase in other forms of cavitation. For example, 
one might postulate that the ducted tip geometry would redis
tribute the hydrofoil loading, causing the wing leading edge o-, 
increase referred to above. This is not the case. Except for a 
small region near the wing tip, the measured pressure distribu
tions on the basic wing were virtually unchanged (cTp the same to 

Fig. 8 Cavitation inception index versus angle of attack for the ducted 
tip geometry. Re = 1.4 x 10°, DAC = 7.0 ppm. (Uncertainty in a = ±0.2° 
and m a-i = ±10 percent at the 95 percent confidence level). 

±5 percent) with the addition of the ducted tip. The unchanged 
pressure distribution implies an unchanged wing loading. There
fore, leading edge cavitation is not significantly affected by 
the addition of the ducted tip, whereas tip vortex cavitation is 
significantly reduced by the ducted tip. 

4.3 Aerodynamic Performance. These encouraging in
ception results prompted a study of the aerodynamic perfor
mance of the ducted tip and other tip geometries. 

Wind tunnel testing demonstrated that the aerodynamic per
formance of the square cut and rounded tip wings was identical 
to within the experimental error (±1 percent drag and ±0.5 
percent in lift). The partial chord circular duct tip had the best 
performance of any of the ducted tip geometries. Consequently, 
only the partial chord ducted tip and the rounded tip geome
tries—^the same tip geometries whose cavitation behaviour was 
studied in section 4.2—will be compared here. 

For all elevated angles of attack (a > 7 deg) the lift coefficient 
of the ducted tip geometry, when CL is based on the planform area 
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Fig. 9 Drag coefficients of rounded and ducted tip wings. Re - 7.1 x 
10° (The uncertainty in Co is ±0.0003 and in o; is ±0.1°, both at the 95 
percent confidence ievei). 
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of the rounded tip, is about 4 percent less than that of the rounded 
tip. However, the partial chord ducted tip geometry has a 3.4 percent 
smaller planform area than the rounded tip, and thus the actual lift 
coefficients for the two geometries are identical to within experimen
tal error. Surface flow visualizations described in Section 4.1 suggest 
that the ducted tip generates greater lift near the wing root. The 
implication of the congruity of the two lift coefficients is that the 
additional lift gained from the root of the ducted tip wing is almost 
precisely offset by the reduced lift attained in the vicinity of the tip. 

Unlike the virtually unchanged wing lift, a significant differ
ence in wing drag is observed when the ducted tip is installed 
(Fig. 9) . For a <S deg the ducted tip geometry has greater drag 
than the rounded tip, but for larger a the ducted tip geometry has 
less drag: 6 percent less at 10 deg, 8 percent less at 12 deg, 
and fully 10 percent less at 14 deg. Even when allowance is 
made for the slightly reduced planform area of the ducted tip 
geometry, there is nonetheless an up to 6 percent drag coeffi
cient benefit arising from the tip modification. This reduction in 
drag coefficient is somewhat surprising in view of the obviously 
increased parasite drag of the ducted wing (arising from both 
its additional wetted area and the likely existence of interference 
vortices at the duct-wing junction); the only explanation is that 
the duct attachment to the wing must reduce substantially its 
induced drag. This conclusion is borne out by the observation 
that the drag reduction of the ducted tip is most pronounced at 
elevated angles of attack, for which the induced drag is a larger 
fraction of the overall drag. 

A simple model to explain the reduced induced drag of the 
ducted tip is shown in Fig. 10. The downwash caused by shed 
circulation from the duct is less (by the factor cos 0 , where 0 
is the angle between a portion of the duct and a portion of the 
planar wing) than the downwash would be if the same shed 
circulation were redistributed along the duct diameter, in the 
spanwise direction. The reduction in downwash causes a conse
quent reduction in induced drag, as suggested by Cone (1963). 

Owing to the large parasite drag of the ducted tip geometry, 
the lift-drag ratio of this geometry is inferior to the conventional 
tip geometry at low angles of attack. However, for a > 8 deg 
the aerodynamic performance of the ducted tip is superior. As 
shown in Fig. 11, the improvement in lift/drag ratio with appli
cation of the ducted tip varies from 0 to 6 percent for a between 
8 and 17 deg. 

5 Conclusions 
A novel hydrofoil tip geometry, consisting of a flow-through 

duct attached to the hydrofoil tip, has been tested for both 
cavitation inception and lift/drag performance. The principal 
behind the ducted tip design is to cause the Trefftz-plane shed 
circulation of the hydrofoil to take the form of a line with an 
attached circle, rather than the simple line of a conventional 
hydrofoil. 

The tip vortex inception index of the ducted tip geometry is 
50 ± 15 percent less than that of a conventional tip at normal 
operating angles (e.g., a - 1 deg), and is at least 30 percent 
less for all positive angles of attack. Because the ducted tip 
hydrofoil shed vorticity has been redistributed relative to the 

Lift-Drag Ratio Improvement of 

IDuctedTip 

9 10 11 12 13 14 15 16 17 
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Fig. 10 A simple model for the reduction in induced drag of tlie ducted 
tip geometry 

Fig. 11 Lift/Drag ratio improvement of tfie ducted wing relative to tfie 
conventional tip. (The uncertainty in LID is ±1 percent, and in a is ±0.1° 
at the 95 percent confidence level). 

baseline hydrofoil, the induced drag on the hydrofoil should 
also be reduced. Such a reduction in the induced drag has been 
observed. For a > 8 deg the total drag of the ducted tip hydrofoil 
is less than that of a conventional hydrofoil, despite the fact 
that the parasite drag of the conventional hydrofoil is less, owing 
to its much smaller wetted area. The overall lift-drag ratio of 
the ducted tip hydrofoil, for a > 8 deg, is up to 6 ± 1 percent 
greater than that of a conventional tip. Thus, the much improved 
cavitation behavior of the ducted tip comes at no cost (for 
elevated a), and even some benefit, in terms of the hydrody-
namic (non-cavitating) performance of the hydrofoil. 

The ducted tip geometry is most advantageous when the lift
ing surface is highly loaded. In practice, propellers on tugs and 
fishing trawlers are often highly loaded. Studies are presently 
underway to explore the effectiveness of the ducted tip geometry 
on such marine propellers. 
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Capillary Instability of a Liquid 
Film on a Wire 
Capillary instability of a liquid film on a wire in another fluid (gas or liquid) is 
investigated. The liquid film is found to be unstable whenever the wavelength of the 
surface disturbance exceeds the circumference of the film surface—this criterion for 
instability of the liquid film is the same as that established by Rayleigh for a liquid 
thread. Analysis shows that instability of the liquid film is strongly influenced by film 
thickness and the properties of the film and the ambient fluid, and that thin, highly 
viscous liquid films are more stable than thick, low viscosity liquid films. 

Introduction 
Liquid films on wires are encountered in many phase-contact 

applications, such as the coating of wires with molten plastics 
for insulation and of synthetic fibers with water for lubrication. 
The liquid film on a wire in a fluid different from the film is 
hydrodynamically unstable due to capillary and/or gravitational 
forces. Liquid beads or ripples may form on the surface of the 
liquid film when it is subjected to a surface disturbance. 

Boys (1890; 1959) was first to notice hydrodynamic instabil
ity of a liquid film on a wire. In comparing the formation of 
sticky liquid beads on spider webs with the formation of droplets 
in the breakup of liquid threads, Boys pointed out that a liquid 
film on a wire is unstable and that the source of the instability 
is surface tension, the same as for instability of a liquid thread. 

Following the approach pursued by Tomotika (1935) in an 
analysis of linear instability of a liquid thread, Goren (1962) 
studied a liquid film on a wire in air. Goren reported that for 
film thicknesses of practical interest, the dimensionless most-
unstable wavenumber, r)„,, falls in the range 0.60 s ri„ ^ 0.707, 
which brackets the most-unstable wavenumber for an inviscid-
liquid thread, ?),„ = 0.697 (Rayleigh, 1878). Selected values of 
the most-unstable wavenumber obtained by Goren are presented 
in Table 1. In Table 1, rj„, = 0 as ro/a -> 0 (liquid thread) and 
77„, = 0.707 as ro/a -> 1 (zero film thickness). These results 
imply that in the limiting case of zero film thickness, the damp
ing effect of viscosity on instability becomes nil; i.e., the thinner 
the liquid film, the more unstable the film. This is inconsistent 
with experimental observation. In the limiting case of a liquid 
thread, the effect of viscosity is maximum (Weber (1931) 
showed that r]i„ = 0 only when // -> oo), which is inconsistent 
with Weber's classical theory for liquid threads (Weber, 1931). 
Based on Goren's theory, 0.60 =s ??„ s 0.707 when rg/a > 0.25; 
however, in Goren's experiments (Goren, 1962), 50 percent of 
the data fell in the range 0.50 s r]„, s 0.60 when 0.25 < ro/a 
< 0.70, and no clear relationship for ri,„ = ri„,{ro/a) was evident. 
Therefore, Goren's predictions are suspect. 

After Goren, little work on Uquid-film instability on a wire 
was reported. Thus, the phenomenon of liquid-film instability 
stiU is not well understood. The objectives of this study are: 1) 
to investigate capillary instability of a liquid film on a wire in 
another fluid (gas or liquid); and 2) to determine the effect of 
film thickness on instability. 

Mathematical Formulation 
The flow system under consideration is shown in Fig. 1 and 

consists of an infinitely long, viscous, annular liquid film on a 
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wire of radius TQ in a stagnant fluid different from the film. Both 
the film and the ambient fluid are assumed to be Newtonian 
and incompressible. Heat and mass transfer, and gravitational 
effects are neglected. It is assumed that any motion in the film 
is induced by surface disturbance. Instability of the film may 
be examined via an energy balance on the film (Aris, 1989): 

Jv i \2 *""') "̂^ "̂  Jv ''"^''^^ ~ J ''̂ "••"̂ •'''̂ " °-

(1) 

The first term in Eq. (1) represents the rate of increase in kinetic 
energy; the second term, the rate of energy dissipation; and the 
third term, the rate at which work is performed on the film. The 
surface integral in Eq. (1) requires that the motion of the ambi
ent fluid and the film/ambient-fluid interfacial conditions be 
known. The disturbed flows may be modelled as Stokes flows 
(Tomotika, 1935; Goren, 1962); thus, the motion of the ambient 
fluid may be described by the momentum and continuity equa
tions: 

du 

dt 
1 Vp + ^ V^u, 
P 9 

7 • u = 0; 

(2) 

(3) 

and the film/ambient-fluid interfacial conditions in cylindrical 
coordinates by (Landau and Lifshitz, 1993): 

Kinematic condition 

**('.? "r.^) '^zx "'zs! (4) 

Dynamic condition 

., /. / 9Ur 
Trr, = -p + 2fl[~ 

1 d\/dz^ 

In (1 + (drjdzyy 
(5) 

(6) 

where the caret signifies the properties of the ambient fluid and 
the subscript s denotes properties at the interface. 

Instability Analysis 

It is assumed that the film surface is initially perturbed inflni-
tesimally; the radius of the disturbed film surface can be ex
pressed as (Rayleigh, 1878; Weber, 1931) 
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Table 1 rj^ = r)„(rala)* Relationship Obtained by Goren 
(1962) 

rja 0 10-= 10"' 10~' 0.5 1.0 
77„, 0 0.441 0.486 0.586 0.670 0.707 

* /"o and a are the radii of the wire and undisturbed film surface, respec
tively. 

r, = a + a{t) cos kz. (7) 

where a{t) is the amplitude of the disturbance, and k is the 
wavenumber. The film may be modelled as a one-dimensional 
Cosserat continuum (Bogy, 1978); thus, 

dA ^ djAu,) ^ Q 

dt dz 
(8) 

where A = 7r(rj — ro) is the cross-sectional area of the film. 
Equation (8) and continuity for the film yield 

a cos fe / , rl 
Ur = '• 1 ~ " i 

am \ r 

M , = -
2d sin kz 

kam 

(9) 

(10) 

where a = da/dt and w = 1 — rl/a^ (m * 0). The above 
expressions for «, and u^ can be used to recast the first and 
second terms in Eq. (1): 

1 2\ .., •- ^ ' « V .o ,_ „„2 puf]dV=—T^ (S + nrj')aa, (11) 
27] m 

T,e,dV = ̂  f 24 + 8 4 + n'?' ) « ' 
2mr] \ a 

(12) 

where 

a = d^aldf, T] = ka, and 

1 I -2 ^ "̂  '"0 1 >'o\ rl 
n = l - | 3 H r ln— — . 

ma a I a 

The integrations are performed over a single wavelength, be
tween z = 0 and \ (—2Tr/k). 

Applying the interfacial conditions, the work term in Eq. (1) 
can be expressed as 

I TijUiUjdS = - I pUrdS + \ 2p.{ —^ j UrdS 

_ f [ i dhjdz'- 1" UrdS 

//(f-f)--^ <"' 
The surface integral in Eq. (13) containing the interfacial ten
sion is 

d\/dz^ 

JSIK, "̂  (1 + (drJdzYY 
UrdS 

27rV 
(1 - r]^)aa. (14) 

In instability analyses, only unstable disturbance waves are of 
interest. Equation (14) indicates that the instability of the film 
is induced by long disturbance waves (Kinoshita et al., 1994); 
i.e., \> a. Equations (9) , (10), and (4) suggest that M̂ ,, ~ 
(\/a)Ur.,. Thus, Mj ~ (\la)Ur and u^ > «,.. Selecting \ and a as 
characteristic lengths, Eq. (2) can be rewritten in dimensionless 
scalar form as 

duf 

'dt* 

a duf 

k'dt* 

dz* 
\ 1 

+ a R. 

dr* 

Re 

1 d 

r* dr* 

1 d 

duf 
dr* 

, aVd^u* 
(15) 

d 
fjf \ f fjJ"^ 

(r*u^) 
}^u* 

* 2 dz 
(16) 

where uf = uJU, uf = u,IU, t* = tUI\, r* = ria, z* = zl 
X, and p* = pip U^ are dimensionless variables. Re = Uap I p. 
is the Reynolds number and [/ is a characteristic velocity (U 
is chosen such that \uJU\ s i ) . Thus, \la > 1, u* ~ 1, uf 
< 1, and z* ~ I. The order of magnitude of r* depends on 
the region of interest; two separate regions are considered (Ray-
leigh, 1945; Betchev and Criminale, 1967; Kinoshita et al., 
1994). 

Region 1: r^ < r < X. In this region, it is assumed that r* ~ 
1. Order-of-magnitude analysis reduces Eqs. (15) and (16) to 

9uf 
dt* dz* 

* \ 1 1 
+ 

a Re r dr* 
duf 
dr* 

dp*/dr* -> 0. 

(17) 

(18) 

Region 2: r > \ . In this region, \/(ar*) < 1 and dufldr* < 
1. The diffusion term in Region 2 is negligible in comparison 
with the corresponding term in Region 1 (Teng, 1994); thus, 

du 
^ ^ ^ = - ^ ^ i — , i.e., : ^ = - ^ ^ . (19) 

dp* . du^ _ I dp 

dz* ' ' ' dt p dz 
Modeling the flow in Region 2 as potential flow, iĴ  = dipldz-
The velocity potential, (/?, must satisfy Laplace's equation 

a y \_dip_ g y ^ 

dr^ r dr dz'' 
(20) 

The solutions to Eqs. (17), (19), and (20) are detailed by Teng 
(1994); only the results are presented here. 

p = p -cos, kzKo{kr)/Ki(T]), 
k 

(21) 

Mj = -arj sin fe[ln (a/r) + 2/(m7j^)] 

for r,sr<r + a, (22a) 

Nomenclature 

«, = projection of unit outward normal 
p = pressure 
S = area of film surface 
t = time 

M, = velocity component in (th direction 
V = volume of the film 
a = interfacial tension 
p = density 

p = viscosity 
T,j = stress tensor 
£(, = strain-rate tensor 
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Fig. 1 Flow system configuration, ro: radius of the wire; a: radius of 
the undisturbed film surface; r,: radius of the disturbed film surface; \ : Fig. 3 Comparison of measured and predicted droplet sizes (for limiting 
disturbance wavelength. case, m = 1) 

M, = a sin kzKo{kr)/Kt{rj) for r > X, (22b) 

where Ko and Ks are the zeroth- and first-order modified Bessel 
functions of the second kind. Although the velocity in the region 
r, + a < r < Xis not known, it is not relevant to the solution 
of those surface integrals in Eq. (13) containing viscosity. 

Based on the preceding, 

I pUrdS = 
27r^pa^ K^iri) . .. 

b I du, dUr 
u,dS + 

aa, 

dS 

(23) 

mrj 
(24) 

Substituting Eqs. (14), (23), and (24) into Eq. (13) and com
bining with Eqs. (11) and (12) in Eq. (1) , 

1 + P_ _^mri_ Koirfl 
a + m 

pa^(8 + nrj^) 

X 24 + 8 - ^ + nr?^ + 
4am 77^(1 - rj^) 

par" S -I- nr]^ 
(25) 

a = aoe'^', where ag is the initial disturbance and ui is the 
growth rate, satisfies Eq. (25). Since |n | s 2 and X. > a, the 
term nr]^ in Eq. (25) can be neglected. Substituting a into 
Eq. (25) and rearranging yields the following dimensionless 
characteristic equation 

, ^ 1 p K„(7i) 
1 + - mri- — 

2 ' pK,{n)\ 
P^ + 2Zrfl3 -- mri^{\ - T)^), (26) 

where ft = uj{2pa^Ia^^ is the dimensionless growth rate and 
Z = [(3 + rlla'^)iJL + fi]/(2apa)"^ is a modified Ohnesorge 
number. The film is unstable whenever /3 > 0 (w > 0) ; thus, 
the criterion for instability is ?; < 1, the same as that identified 

1000 

Fig. 2 Dependence of ri„ on {Z, m) based on Eq. (28) 

Journal of Fluids Engineering 

by Rayleigh (1878) for a liquid thread. Equation (26) is valid 
for either liquid-in-gas or liquid-in-liquid systems provided that 
the motions of the liquid film and the ambient fluid can be 
modelled as Stokes flows. If the radius of the wire approaches 
zero (i.e., m -» 1), Eq. (26) reduces to the characteristic equa
tion obtained by Kinoshita et al. (1994) for a liquid thread. 

Discussion 

If ?7 < 1, then Ko(r])/K,(T]) < 1 and mr]Koir])/Ki(ri) < 1 
(m < 1). For p/p < 2 (which is generally met in systems of 
practical interest), Eq. (26) reduces to 

P^ + 2Zrfl3 = mr?2(l - T?^). (27) 

From an initial disturbance, a number of unstable waves may 
form on the surface of the film. The wave that controls surface 
deformation, the "most-unstable wave," is that which has the 
maximum growth rate in amplitude. The most-unstable wave-
number for the liquid film can be obtained by applying the 
condition dp/dri\„^^ = 0 to Eq. (27): 

Vm = 
Vm 

2()/m -I- Z) 
(28) 

Equation (28) is presented graphically in Fig. 2. Figure 2 shows 
that the instability of the film is strongly influenced by film 
thickness and the viscosities of the liquid film and the ambient 
fluid. For a given film thickness, TJ„ decreases as Z increases; 
while for fixed Z, ri„ decreases as film thickness decreases. 

At fixed modified Ohnesorge number, two limiting cases are 
of particular interest in Fig. 2. One limiting case is m -> 1 (TQ/ 
a -> 0), wherein the wire becomes nonexistent and the film 
collapses into a liquid thread. In this limit, Eq. (28) reduces to 

V,r. (2 -I- 2Z*)~ (29) 

where Z* = (3ii + il)/i2apa)"^. This result is identical to 
that obtained by Kinoshita et al. (1994) for a liquid thread. For 
this limiting case, Teng et al. (1995) derived a relationship 
between the size of droplets formed from the breakup of a Uquid 
thread and the most-unstable wavenumber: 

d_ 
2a 

_3£ 
2rj,„ 

(30) 

where d is droplet diameter. (Note that in this case, a is the 
undisturbed radius of the liquid thread.) Substituting Eq. (29) 
into Eq. (30) yields 

^ = ( ! ) ' " < - ^ • ' " ' (31) 

Figure 3 compares predictions from Eq. (31) with measured 
droplet sizes for seventeen systems (details are given in Teng 
et al , 1995) over a wide range of modified Ohnesorge number. 
Good agreement is observed—the average difference between 
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predictions and measurements is 8.1 percent and the maximum 
difference is 25.7 percent. 

The other limiting case occurs when m -> Oirja -* 1) • Here, 
the film becomes infinitesimally thin relative to the wire and 
Eq. (28) reduces to ?7„ = (Vm/2Z)"^. This implies that the 
thinner the film, the smaller the most-unstable wavenumber 
(i.e., the longer the most-unstable wave). In Eq. (27), /3 -* 0 
as m ^ 0; thus, the case m -> 0 is unconditionally stable. Exami
nation of the two limiting cases shows that the instability of a 
liquid film behaves consistently with that of a liquid thread at 
the limit, w -> 1; and the thinner the film, the more stable the 
film. 

Figure 2 shows that Eq. (28) has two asymptotic solutions 
(for Z -> 0 and Z ^ «>). For inviscid systems (where both the 
film and the ambient medium are inviscid fluids), /x = /t = 0; 
thus, Z = 0. Equation (28) reduces to ??„ = \l^ = 0.707; i.e., 
for inviscid systems, the most-unstable wavenumber is constant, 
having approximately the same value as an inviscid liquid 
thread, ?7„ = 0.697 (Rayleigh, 1878). Since Z is a damping 
factor in Eq. (27), and since Z is proportional to the viscosities 
of the film and the ambient fluid, viscosities have a stabilizing 
effect (77„->OasZ->°o). Also, Zis proportional to rja; thus, 
the thinner the liquid film, the greater the damping effect. 

For inviscid systems, the present study gives rj„ = 0.707, 
which lies within the range predicted by Goren (1962), 0.697 
:s rjin^ 0.707. For viscous systems, Goren (1962) investigated 
film instability by solving simultaneous equations for the two 
limiting cases: p -> 0 and fi -^ 0. Since Ohnesorge number is 
not a free parameter in Goren's approach (Goren, 1962), the 
present study cannot be compared directly with Goren's analy
sis. In general, the most-unstable wavenumber is a function 
of film thickness and Ohnesorge number; therefore, Goren's 
analysis on viscous systems is incomplete. As shown in Table 
1, in Goren's analysis, the effect of viscosity on r],„ is overesti
mated at the limit, ro/a -> 0, and is underestimated at the other 
limit, ro/a -> 1. 

Conclusion 
Capillary instability of a liquid film on a wire in another fluid 

was studied by employing an integro-differential approach. A 
simple characteristic equation relating the most-unstable wave-
number, ri„, to fluid properties, film thickness, and wire geome
try was obtained. By setting the wire radius to zero, the charac

teristic equation of this study describes the instability of a liquid 
thread. 

The following were found: 1) if p /p < 2, the effect of density 
can be neglected; 2) the damping factor, a modified Ohnesorge 
number, is proportional to the viscosities of the film and the 
ambient fluid; thus, viscosities have a stabilizing effect; 3) insta
bility of the liquid film is strongly influenced by film thick
ness—the thinner the liquid film, the more stable the film; 4) 
in inviscid systems, r}„ is constant, independent of fluid proper
ties and film thickness. The characteristic equation developed 
in this study has been tested by setting the wire diameter to 
zero and comparing theoretical predictions for droplet sizes with 
experimental data taken from the literature. Good agreement 
was observed over a wide range of modified Ohnesorge number. 
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Free Surface Flow Profile and 
Fluctuations of a Circular 
Hydraulic Jump Formed 
by an Impinging Jet 
A fine wire probe was used to make quantitative measurements of the free surface 
profile and surface fluctuations around the hydraulic jump formed by a normally 
impinging free liquid jet. Representative magnitudes of both radial and axial fluctua
tions were presented for two nozzle sizes and several jet Reynolds numbers and 
subcritical flow depths. The results were compared to previous measurements of the 
supercritical flow depth and to theoretical predictions of the circular hydraulic jump 
size. The agreement appeared reasonable for the supercritical flow depth while the 
analytical expressions predicted a shorter hydraulic jump than that found by the 
measurements for the same supercritical flow conditions. 

Introduction 
Impinging liquid jets are characterized by high transport coef

ficients in the stagnation region and consequently are used for 
cooling in a variety of high heat flux applications. In the com
mon configuration of an axisymmetric free liquid jet impinging 
normally against a plane surface, a hydraulic jump is formed in 
the jet periphery -where the local transport coefficients decrease 
dramatically. While the fluid mechanics and heat transfer of the 
stagnation region of impinging jets have been studied exten
sively, the hydraulic jump region has received comparatively 
little attention. The flow and transport characteristics of this 
region are important for cases of cooling with widely spaced, 
multiple jets, or for cases of a single jet with inadequate or 
impeded drainage. For many jet configurations of engineering 
interest, the unsteady fluctuations of the hydraulic jump position 
make quantitative flow and heat transfer measurements and 
analysis of this region difficult. As part of a larger study includ
ing both flow and heat transfer measurements for the hydraulic 
jump region, this paper reports measurements of the hydraulic 
jump surface profile and unsteady fluctuations for two jet diame
ters and several flow rates and downstream liquid layer depths. 

The hydraulic jump occurs when a free surface flow makes 
a rapid transition from supercritical (Fr > 1) to subcritical (Fr 
< 1) flow. Classical hydraulic jumps are formed in smooth, 
horizontal rectangular channels, and have been widely studied 
in hydraulic engineering hterature (e.g., Rajaratnam, 1967). 
The jump formed in the radial spread of an impinging jet over 
a plane surface has been termed a "circular" hydraulic jump. 
The circular hydraulic jump location for an unsubmerged im
pinging jet was predicted by Watson (1964), as part of a larger 
analysis of the laminar and turbulent radial spread of a liquid 
jet over a flat impingement surface using boundary layer theory. 
The jump location was determined from mass and momentum 
balances across the jump using assumed fluid velocity profiles 
on both sides. Inviscid, laminar, and turbulent cases were con
sidered. The laminar analysis appeared to agree weU with exper
imental measurements. Koloseus and Ahmad (1969) analyti
cally and experimentally compared the circular hydraulic jump 
with the classical hydraulic jump and found significant differ-
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ences in the downstream-to-upstream depth and radius ratios for 
similar upstream Froude numbers. Khalifa and McCorquodale 
(1979) extended the work of Koloseus and Ahmad (1969) to 
include the effect of entrained air in the jump. Circular hydraulic 
jumps were also studied by Craik et al. (1981). Liquid layer 
depths prior to, and following the jump were measured with an 
optical technique. Free surface profiles of the jump, and qualita
tive observations of the jump structure were reported. An eddy 
which varied in size as the downstream layer depth increased 
for a fixed flow rate was observed to be an integral part of the 
jump. Stability of the jump location was considered and related 
to a critical upstream Reynolds number. Bowles and Smith 
(1992) performed a theoretical and numerical study of the circu
lar hydraulic jump and found good agreement between their 
theory and the experimental results of Craik et al. Circular 
hydraulic jumps were also considered by Lawson and Phillips 
(1983). The radial flow was formed by the ejection of fluid 
from between two parallel circular plates, rather than from an 
impinging jet. A model predicting jump location as a function 
of flow rate and plate spacing was developed through mass 
and momentum conservation equations assuming a linear jump 
profile. Khalifa and McCorquodale (1992) modeled the internal 
flow of a circular hydraulic jump using an integral method. 
Experimental treatment of the radial flow on stationary and 
rotating disks was reported by Thomas et al. (1990). The flow 
was formed by the radial ejection of the fluid from an axisym
metric orifice. In the experimental portion of the study, fluid 
layer thicknesses on both sides of the jump were determined 
with a capacitive probe which measured the air gap between 
the probe and the liquid free surface. While the probe could 
not be used on the hydraulic jump itself, measurements were 
made on the liquid layers on either side. Qualitative descriptions 
of the jump structure were also reported. A "toroidal roller" 
was described at the jump which disappeared with increasing 
flow rates. Numerical predictions for the same case were re
ported in a companion paper by Rahman et al. (1990a) and 
similar results shown in Rahman et al. (1990b). The numerical 
studies also found significant recirculation flows inside and just 
downstream from the hydraulic jump. Liu and Lienhard (1993) 
studied the differences between circular hydraulic jumps and 
those formed by a planar flow. They showed that the two types 
of jumps exhibit similar features if the planar flow is sufficiently 
thin. They established the importance of surface tension in de
termining the shape of the circular hydraulic jump by per-
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Fig. 1 Schematic diagram of experimental apparatus 

forming parametric studies where the liquid surface tension was 
changed by the addition of a surfactant. A jump Weber number 
was defined (We = yi'ipglfyY'^ in the nomenclature of this 
paper) to represent the balance between hydrostatic forces and 
surface tension forces. Several circular jump conditions were 
identified and the evolution, with increasing downstream depth, 
from a smooth depth increase through single jump and double 
jump structures to a disordered turbulent jump was described 
qualitatively. 

While the location and internal flow patterns of the circular 
hydrauUc jump have received considerable attention, and the 
unstable nature of the jump position has been mentioned, previ
ous studies have examined flow rates in the range where unsta
ble fluctuations would be minimized, or have ignored the fluc
tuations entirely. The objective of this study was to provide 
quantitative information on the location, shape and unsteady 
nature of the hydrauHc jump formed by an impinging jet. This 
paper reports the results of measurements of the location of the 
free surface of the hydraulic jump as a function of nozzle size, 
jet Reynolds number, and downstream layer depth. 

Apparatus and Method 
A schematic diagram of the apparatus used for this study is 

shown in Fig. 1. The jet was formed in a closed loop system 
with a pump, rotameter-type flowmeter, nozzle, plexiglass im
pingement plane, and a vessel for collecting the spent vvater 
and returning it to the pump. The nozzles were formed with 
straight pipes of sufficient length to insure fully developed flow 
at the pipe outlet. The jet Reynolds number range, 20,000 to 
50,000, indicated turbulent flow in all cases. Pipes of inside 
diameter 7.75 mm and 10.16 mm were used to form the jet. 
The spacing between the nozzle exit and the impingement plane 
was kept at 1.0 nozzle diameter for all tests. Other studies have 
shown that the flow field in the impingement region is very 
insensitive to the nozzle-to-plate spacing for free liquid jets in 
the ranges of 1 < z/rf < 4 and 15,000 < Re < 50,000 (Stevens, 
1991). It seems reasonable to expect that the flow downstream 

from the stagnation region would be similarly insensitive. The 
impingement plane was equipped with a movable weir at the 
edge of the plane which could be raised or lowered to force the 
water on the downstream side of the jump to any desired depth. 
Uncertainty in the jet Reynolds number was less than 9 percent 
(20:1 odds) in all cases. 

The instantaneous position of the free surface was determined 
by using a fine wire probe (0.25 mm diameter) attached to an 
A/D board and microcomputer. A small dc voltage was applied 
to the water, and the voltage probe completed the circuit be
tween the water and the power supply ground. This apparatus 
returned a non-zero voltage if the tip of the probe was in contact 
with the water. The probe tip was positioned in the radial and 
axial dimensions with precision lead screws with 0.132 mm 
resolution in the radial coordinate and 0.025 mm resolution in 
the axial coordinate. These resolutions, in combination with 
bias uncertainty in the zero locations of the coordinates, result 
in maximum uncertainties of 9 percent (20:1 odds) and 8 per
cent (20:1 odds) in the absolute radial and axial positions. These 
uncertainties were calculated for the worst case; in percentage 
terms the uncertainty was much smaller for nearly all data re
ported. At each position, a large number of instantaneous mea
surements were taken, and the percentage of measurements for 
which the probe tip was in contact with the water was deter
mined. While the data acquisition hardware was capable of 
sampUng rates up to 100,000 samples/s, tests indicated that the 
hardware and software combined actually produced a maximum 
sampling rate near 20,000 samples/s. This sampling rate would 
provide the capability to collect unaliased data up to 10,000 
samples/s, which would correspond to fluctuations 0.27 mm in 
length at the maximum fluid velocity of 2.7 m/s. Most fluid 
velocities were much slower than 2.7 m/s, and correspondingly 
smaller features would be detectable. Very small water droplets 
were formed by splashing of the impinging jet at the higher 
flow rates. When the probe tip was well clear of the water 
surface, the splashed droplets would collect and eventually form 
a water droplet on the probe tip. No such drop was evident 
when the probe was close to the water surface and it may be 
assumed that water continued to collect but was rapidly and 
repeatedly swept away by intermittent contact with the liquid 
layer. No interference with the measured results was anticipated, 
however, because the droplet formation time was on the order 
of seconds, while measurement times were on the order of 10 *̂ 
seconds. The physically intrusive nature of the probe raised the 
possibility of two sources of error in the measured results. The 
tip of the probe could be deflected by the water stream if mea
surements were made in regions of high velocity flow. For this 
reason the probe wire was kept short (sa3.0 mm) and regions 
of high fluid velocity were avoided. The tip of the probe also 
disrupted the shape of the free surface being measured, particu
larly as the probe approached 100 percent submersion. The 
probe and water surface were carefully examined at each data 
point and no evidence of disruption on the water surface was 
visible for measurements at less than approximately 80 percent 
immersion. Nevertheless, some flow disruption had to occur at 
any time that the probe was in physical contact with the water. 
This shortcoming limits the applicability of these results to a 

Nomenclature 

d = nozzle diameter 
Fr = Froude number, Vl{gy)°'^ 
g = acceleration of gravity 
r = radial coordinate 

Re = Reynolds number based on jet di
ameter and mean exit velocity 

r„ = radius ratio: ra/ri 
V = local mean radial fluid velocity 

w = height of weir above the impinge
ment plane 

y = depth of liquid on the impingement 
plane 

y„ = depth ratio: y^lyx 
z — distance between the nozzle exit and 

the impingement plane 
V = fluid kinematic viscosity 

a = fluid surface tension 
p = fluid density 

Subscripts 

1 = supercritical region just before the 
hydraulic jump 

2 = subcritical region at the end of the 
hydraulic jump 
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Fig. 2 Histogram of measured voltages at r/d = 14.34, y/d = 0.109, Re 
= 21,000, w/d = 0.0 

general description of free surface profiles, and to an indication 
of the extent of free surface fluctuations, and precludes their 
use as exact instantaneous measurements of free surface loca
tions. This physically intrusive experimental method, while suf
fering from the disadvantages described above, provided fast 
response, excellent spatial resolution, and the capacity to collect 
data on both vertical and horizontal fluctuations in the fluid 
layer near and at the hydraulic jump. 

Results 
Figure 2 is a histogram showing a typical distribution of 

measured voltages from the instantaneous measurements used 
to calculate a single data point. While the magnitude of the 
measured voltage varied with the position of the probe and flow 
conditions, the contact/no contact condition was well defined. 
For each probe position, 2000 individual measurements were 
taken at temporally uniform spacing. Then, the percentage of 
time that the probe was in contact with the water was calculated 
by dividing the number of non-zero voltage measurements by 
the total number of points. 

Figure 3 demonstrates typical data sets for two nozzle sizes, 
weir settings, and flow rates. The dimensionless distance from 
the plate is plotted as a function of the percentage of time that 
the probe was in contact with the water, for various values of 
the dimensionless radial coordinate. The downward slope of 
each profile indicates the magnitude of the vertical fluctuations. 
For example, for the data set r/d = 13.33 in Fig. 3(a) , at y/d 
«i 0.3, the probe was in the water about 5 percent of the time, 
while at y/d (̂  0.22, it was in contact with the water about 95 
percent of the time. The deeper downstream depth condition 
for Fig. 3(b) makes the location of the hydraulic jump slightly 
more obvious than in Fig. 3 (a ) . The location of the front of 
the hydraulic jump near r/d i=^ 12.2 in Fig. 3(b) caused the 
probe to make contact with the water due to both axial and 
radial fluctuations in the free surface at that radial location. 

In order to generate a more succinct representation of the free 
surface locations and fluctuations, while providing a consistent 
treatment to each set of data, a linear regression was performed 
on each line of data in Fig. 3. While there is no expectation 
that these curves should be linear, it can be seen from Fig. 3 
that the departures from linear behavior are generally small, 
and the linear regression provides a convenient method of repre
senting each group of data consistently. Samples of the regres
sion lines are shown for r/d » 12.8 and 13.3 in Fig. 3(a) , and 
for r/d « 12.2 and 13.1 in Fig. 3(b). 

The results from linear regressions for the data of Fig. 3, as 
well other flow and weir configurations are shown in Figs. 4(a) 
and 4(b). Figure 4(a) presents data for c/ = 7.8 mm and Fig. 

4(fc) contains data for d = 10.2 mm. Each symbol in Fig. 4 
represents the y/d location where the probe was in the water 
50 percent of the time (based on the linear regression). The 
vertical error bars on each plotted point represent the 0 and 100 
percent intercepts of each regression. Thus, Fig. 4 provides a 
representation of the approximate mean location of the free 
surface, along with the approximate vertical extent of the free 
surface fluctuations. As would be expected, the fluctuations are 
largest near the front edge of the hydraulic jump, and are greater 
for higher Re. The progression from a single jump structure 
to a double jump structure with increasing downstream depth 
described by Liu and Lienhard (1993) is clearly visible in Fig. 
4. Flow visualization by Liu and Lienhard (1993) showed that 
the double jump was caused by a separated eddy on the wall 
downstream from a free surface roller. It should be noted that 
in some cases these profiles do not cover the entire extent of 
the hydraulic jump, since the depth still appears to be increasing 
at the downstream end of the data. A comparison of the data 
sets for a single Reynolds number reveals that the front of 
the jump gets steeper and the jump gets longer radially with 
increasing subcritical depth. 

The radial fluctuations of the hydraulic jump were measured 
in a manner analogous to that described above for the vertical 
fluctuations of the free surface. The probe was positioned at a 
fixed vertical location slightly above the supercritical flow, then 
moved radially until it was completely submerged in the subcrit
ical flow. The approximate extent of the radial fluctuations are 
shown in Fig. 4(a) with horizontal bars. The magnitude of the 
radial fluctuations increases markedly with increasing down
stream flow depth, but the radial fluctuations of the hydraulic 
jump are still relatively small compared with the total length 
of the jump. Note that the scales of the abscissa and ordinate 
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Fig, 3 Liquid layer fluctuations as a function of the radial coordinate: 
(a) d = 10.16 mm, w/d = 0.0, Re = 19,000; (6) d = 7.75 mm, w/d = O.S, 
Re = 31,000 
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0 2 4 6 10 12 14 16 18 
r/d 

Fig. 4(a) 

2.2 

2.0 

1.8 

1.6 

1.4 

1.2 

1.0 

0.8 

0.6 

0.4 

0.2 

0.0 

R« - 20.000 J2.000 47,000 

0 

Fig 4(b) 

Fig. 4 Hydraulic jump surface profiles and fluctuations: {a)d= 7.75 mm 
ib) d = 10.16 mm 

Fig. 6(a) 

0.9 

0.8 

0.7 

0.6 

CM " - ^ 

^ 0.4 

0.3 

0.2 

0.1 

0.0 
0 2 4 6 8 10 12 14 16 18 

r/d 

Fig. 6(b) 

Fig. 6 Dimensionless free surface fluctuations for d = 7.75 mm, Re = 
21,000: (a) relative to nozzle diameter; [b] relative to local layer depth 

1 r—1 1 1 T"—r "1— f -

/ \ 

' 
o 
D 
A 

"1 ' • • 

0.5 
1.0 

- f F - • 1 

-

in Fig. 4(a) differ by a factor of approximately seven. Froude 
numbers calculated at the last supercritical data point in each 
profile are included in Figs. 4(a) and 4(b). These numbers 
may not represent an accurate supercritical Froude number with 
respect to the jump, since they could only be calculated from 
the last data point, which was not at the exact foot of the jump 
in all cases. 

The radial fluctuation data in Fig. 4(a) is plotted along with 
additional data in Fig. 5. The mean radial position of the stream 
face of the jump is shown as a function of Re and w/d. The 0 
and 100 percent immersion intercepts are shown with vertical 
error bars as in Fig. 4. This figure clearly shows the increase 
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in magnitude of the fluctuations with increasing subcritical 
depth. In contrast, increasing jet Reynolds number appears to 
have little effect on the magnitude of the fluctuations, though 
it does, as expected, change the jump position. The data of Fig. 
5 can be correlated reasonably well (±20 percent) for the jump 
location as a function of Re and w/d, however, with two inde
pendent variables and only 11 data points, such a correlation 
would not be reliable. 

Figure 6 demonstrates the extent of the vertical fluctuations 
of the free surface for several data sets from Fig. 4 (a ) . The 
vertical fluctuations relative to the nozzle diameter are shown 
in Fig. 6(a) and the same fluctuations relative to local layer 
depth are shown in Fig. 6(i>). In either view, the fluctuations 
are very high at the front of the jump, drop off rapidly, then 
become more uniform toward the back of the jump. These trends 
were similar for all jet configurations studied. 

Relatively few data points were taken in the supercritical 
region prior to the jump, but these measurements can be com
pared to a previous empirical correlation for the radial layer 
depth. Figure Vshows two extremes of the empirical correlation 
for the layer depth from Stevens and Webb (1992) wherein the 
average depth was calculated based on LDV measurements of 
the surface velocity, an assumed velocity profile, and conserva
tion of mass considerations. Also shown in Fig. 7 are data for 
the time average layer depth measured prior to the hydraulic 
jump in this study. The agreement is fair, with the data of this 
study following the same trend but falUng mostly to the higher 
side of the empirical correlation. This would agree with the 
expected skewing of the average local depth for the intrusive 
probe of this study. That is, the interference of the probe with 
the liquid would be expected to cause the apparent liquid layer 
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depth to be greater than the actual depth. Note that these mea
surements are in the liquid layer prior to the jump, and that 
measured average layer depth is less than 1.5 mm. Considering 
the scatter in the data from which the empirical correlation was 
derived, the approximations used in that correlation, and the 
accuracy of the measurement method for this study, the 
agreement appears reasonable. 

The data of this study may also be compared to theoretical 
predictions of the radial position of the jump. Koloseus and 
Ahmad (1969) apply conservation of mass and momentum to 
a circular hydraulic jump to derive an expression relating the 
downstream-to-upstream depth and radius ratios to the pre-jump 
Froude number: 

yl 
1 

2r„+ 1 yi~ 
r„ + 6 Frf + 2 

2r„+ 1 
•yo + 

/•„(2r„ + 1) 

= 0 (1) 

Watson (1964) derived an equation for the jump location for 
turbulent flow of an impinging jet. In the Nomenclature of this 
paper, this equation can be expressed as: 

1 

yjd 
-A. 
2Fr? 

+ 1 = 
191.9(r,/rf) 

4 . 2 5 ( I ^ V % 2 4 . 3 
(2) 

Both theoretical expressions involve the depth of the liquid 
preceding and following the hydraulic jump, and the radius and 
Froude number of the flow just preceding the jump. In order to 
compare the measured data with the theoretical expressions, the 
upstream Froude number, layer depth and radius were taken 
from the last data point at which the Fr was greater than unity. 
(The Froude numbers for these points are shown in Fig. 4.) 
These numbers were then used in the theoretical expressions 
with successive values of the measured subcritical layer depth 
until the equation was satisfied. The resulting point should be 
at (r2,>'2), that is, the end of the hydraulic jump. Of course, 
this procedure assumes that the last point for which the Froude 
number is greater than unity was the beginning of the hydraulic 
jump, (ri,yi), which was not guaranteed. Note that each equa
tion predicts only a single point {r2,y2) for each profile, and 
that the analysis/orces this point to lie on the curve of measured 
data. The difference between theory and experiment, then, is 
composed of the difference between the predicted point (r2,>'2). 
and the measured end of the hydraulic jump. The ends for the 
hydraulic jump predicted by Eqs. (1) and (2) are shown for 
the data of Fig. 4 in Fig. 8. The theoretical expressions generally 
indicate jump widths shorter than those determined by the mea
surements. The difference may be explained by noting that (1) 
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was derived with assumptions of hydrostatic pressure distribu
tion before and after the jump, no air entrained in the jump, 
and a straight line free surface profile for the jump. The latter 
two assumptions were violated in the experimental configura
tions reported here. In addition, Eqs. (1) and (2) are very 
sensitive to the values used for ri and yi, and, as discussed 
above, r, and j i were approximated by using the closest avail
able data point from the experimental data. 

Conclusion 
Measurements of the profile and unsteady fluctuations of the 

free surface of the circular hydraulic jump formed by an imping
ing jet have been presented. The study examined two nozzle 
sizes, a jet Reynolds number range of 20,000 < Re < 50,000, 
and a range of downstream weir heights of 0 s w/d < 1.5. 
The results of measurements of the average liquid layer depth 
prior to the hydraulic jump agreed reasonably well with previ
ous measurements in this region. A comparison with two theo
retical expressions for the size and radial location of the jump 
found that the measured jump was wider than that predicted by 
the theories, for given conditions on the beginning of the jump, 
upstream Froude number, and upstream liquid depth. 
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The Introduction of Micro Cells 
to Treat Pressure in Free 
Surface Fluid Flow Problems 
A new method of calculating the pressure field in the simulation of two-dimensional, 
unsteady, incompressible, free surface fluid flow by use of a marker and cell method 
is presented. A critical feature of the new method is the introduction of a finer mesh 
of cells in addition to the regular mesh of finite volume cells. The smaller (micro) 
cells are used only near the free surface, while the regular (macro) cells are used 
throughout the computational domain. The movement of the free surface is accom
plished by the use of massless surface markers, while the discrete representation of 
the free surface for the purpose of the application of pressure boundary conditions 
is accomplished by the use of micro cells. In order to exploit the advantages offered 
by micro cells, a new general equation governing the pressure field is derived. Micro 
cells also enable the identification and treatment of multiple points on the free surface 
in a single surface macro cell as well as of points on the free surface that are located 
in a macro cell that has no empty neighbors. Both of these situations are likely to 
occur repeatedly in a free surface fluid flow simulation, but neither situation has 
been explicitly taken into account in previous marker and cell methods. Numerical 
simulation results obtained both with and without the use of micro cells are compared 
with each other and with theoretical solutions to demonstrate the capabilities and 
validity of the new method. 

1 Introduction and Justification 
In the numerical simulation of unsteady, incompressible, free 

surface fluid flow problems, the location of the free boundary 
is not known a priori. Therefore, in addition to including a 
method for solving the Navier-Stokes and continuity equations, 
any solution procedure for free surface fluid flow problems 
must also include methods for locating and advancing the free 
surface, as well as for treating the free surface boundary condi
tions. In fact, the capability of any free surface fluid flow simula
tion is determined to a very significant extent by the method 
employed for the numerical treatment of the free surface. 

According to Hirt and Nichols (1981), ' 'three types of prob
lems arise in the numerical treatment of free boundaries: (1) 
their discrete representation, (2) their evolution in time, and 
(3) the manner in which boundary conditions are imposed on 
them." In this paper, the discrete representation of the free 
surface is accomplished by the use of cells that are smaller than 
the regular cells employed to locate the primary variables. The 
introduction of micro cells also enables the development of a 
new approach for the imposition of free surface pressure bound
ary conditions, which together with the accurate treatment of 
free surface velocity boundary conditions (Chen et al., 1995) 
make it possible to use realistic values of the fluid's viscosity 
and the gravitational constant. Previous marker and cell methods 
had to use unrealistically high values of viscosity and low values 
of gravity in order to dampen numerical oscillations due in large 
part to inaccuracy in the application of free surface boundary 
conditions. 

The height function (Nichols and Hirt, 1976; Bulgarelli et 
al., 1984; Loh and Rasmussen, 1987; Lardner and Song, 1992), 
line segment (Chan and Street, 1970; Nichols and Hirt, 1971), 
marker and cell (Harlow and Welch, 1965; Amsden and Har
low,' 1970), volume of fluid (Nichols and Hirt, 1975; Hirt and 
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Nichols, 1981; Torrey et al., 1985; Ashgriz and Poo, 1991), 
and surface marker (Chen et al., 1991; Johnson et al , 1994; 
Chen et al., 1995) methods are different solution procedures 
for free surface fluid flow problems, each employing a different 
approach for locating and advancing the free surface. 

Before proceeding to a description of the new method, an 
example is presented to emphasize the fact that the inaccurate 
application of the free surface pressure boundary conditions 
will lead to an incorrect solution of a free surface fluid flow 
problem. In this special example, the effects of the inaccurate 
application of pressure boundary conditions on the shape and 
position of the free surface are isolated. The system to be consid
ered consists of a stationary container that is partially filled 
with water initially at rest. Because the fluid is at rest and is 
undisturbed, neither inertia nor viscous forces should influence 
the shape or location of the free surface. In the first case, the 
bottom of the container rests on a horizontal surface, whereas 
in the second case, depicted in Fig. 1, the container is tilted at 
30° to the horizontal. In either case, the free surface should 
simply remain horizontal if nothing disturbs either the container 
or the water. For the purpose of simulation, the domain is di
vided into 20 by 20 cells, with cell dimensions of 0.25 cm by 
0.25 cm, the time step is set at 6t = 10"^ s, the gravitational 
constant is set at g = 9.8 m/s^, and the viscosity is set at u = 
1.12 X lO- 'mVs. 

If the horizontal situation is simulated by use of a method in 
which the free surface pressure boundary conditions are applied 
at the centers of the surface cells, the free surface remains 
horizontal, as expected. Even for this situation, however, the 
value of the hydrostatic pressure will be calculated correctly 
only if the free surface passes through the centers of the surface 
cells. Since the pressure boundary conditions are applied at the 
centers of the surface cells, the calculated pressure field does 
not depend on the actual location of the free surface within the 
surface cells. Hence, the calculated pressures can be off by as 
much as ±pgSy/2, where pg is the fluid's specific weight and 
6y is the cell height. 

If, on the other hand, water at rest in the inclined container 
of Fig. 1(a) is simulated by use of a method in which the free 
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Calculate the incompressibility deviation function D de
fined by 

Fig. 1 SM Simulation of stationary water in a container inciined at 30 
deg to the horizontal 

surface pressure boundary conditions are applied at the centers 
of the surface cells, unexpected surface oscillations are observ
able after only 0.02 s as shown in Fig. 1(b). These oscillations 
are due entirely to the fact that the free surface pressure bound
ary conditions are inaccurately applied, resulting in a stair step 
representation of the free surface. The oscillations persist, and 
the description of the free surface worsens with time (Fig. 
1(c)). It is worth noting that, rather than being unusual, the 
situation illustrated in Fig. 1(a), namely that the free surface 
is not parallel to the grid lines, is typical. 

2 The Micro Cell Method 

In all of the finite difference methods mentioned in the pre
ceding section, the same cells are employed to define both the 
locations of the discrete field variables and the location of the 
free surface. The idea that lead to the development of the micro 
cell (MIC) method is that it is not necessary that the cells 
employed to locate the discrete field variables be identical to 
the cells employed to locate the free surface. In the new method, 
two types of cells are used. In addition to the standard finite 
difference/volume cells, hereafter referred to as macro cells, 
new cells termed micro cells also are introduced. In the MIC 
method, surface markers are used to advance the free surface; 
and micro cells, which are smaller than the macro cells, are 
used to locate the free surface, making it possible to apply the 
free surface pressure boundary conditions more efficiently and 
accurately. 

2.1 The Computational Cycle. The field variables are 
advanced from an arbitrary time fo.to the next time to + St by 
the following steps. 

1. Reflag the micro and macro cells. 
2. Assign tentative velocity boundary conditions. 
3. Compute a tentative velocity field, u and v, at to + St 

from the velocity field at to by use of 

du 

Yt~ 

dv 

du^ 

dx 

dy 

duv 

dy 
+ V (1) 

duv 

dx 
, d^v d-v\ 

^ - - + - ( ^ + ^ 1 + . . (2) 

where (M, u) are the {x, y) velocity components; (g^, gy) 
axe, the {x,y) gravity components; and v is the kinematic 
viscosity of the fluid. 

D = duldx + dvldy. (3) 

5. Solve for the pressure potential field ^ = 6t p/p, where 
p is pressure and p is the fluid density, by use of a new 
equation developed in Section 2.5. 

6. Compute the final velocity components at to + St by use 
of new equations introduced in Section 2.5. 

7. Assign the final velocity boundary conditions. 
8. Advect the free surface and manage surface markers. 
9. Assign new fluid cell velocities. 

The general outline of this computational cycle is similar to 
those presented in Amsden and Harlow (1970), Chen et al. 
(1991, 1995), and Johnson et al. (1994). However, Steps 1 
and 5-9 are either new or significantly altered. 

As far as vorticity is concerned, the tentative velocity field 
computed by use of Eqs. (1) and (2) is correct. In addition, 
since vorticity is not a function of pressure, the vorticity associ
ated with the final velocity field at to + St will be the same as 
the vorticity associated with the tentative velocity field. The 
tentative velocity field does not, however, necessarily satisfy 
the continuity equation. A measure of the failure of the tentative 
velocity field to satisfy the continuity equation is provided by 
the incompressibility deviation function D defined by Eq. (3). 
In order to obtain a final velocity field that does satisfy the 
continuity equation, a pressure potential field, * , must be solved 
for and used to adjust the tentative velocity field. 

2.2 The New Mesh of Macro and Micro Cells. The 
computational domain is comprised of macro computational and 
boundary cells. A boundary cell defines the location of a rigid, 
stationary obstacle, while a computational cell that contains any 
amount of fluid is called a fluid cell. A fluid cell may be either 
a surface or full cell. If it contains surface markers and has at 
least one empty macro cell neighbor, it is flagged as surface, 
while if it has no empty macro cell neighbors, it is flagged as 
full. Near the free surface, it is possible for a macro cell that 
contains surface markers to be flagged as full. Otherwise, full 
macro cells do not contain markers. The interfaces of the macro 
cells are called macro grid lines. In general, the fluid free surface 
passes through the macro surface cells. The staggered grid con
cept is used to locate the discrete field variables and functions 
of those variables. The pressure potential ^fij and the incom-
pressibiUty deviation function Z),v are located at the center of 
computational macro cell {i,j); the discrete velocities Uij and 
Ui-ij are located at the middle points of the right and left faces 
of the cell, respectively; and the discrete velocities Vij and D,J_I 
are located at the middle points of the top and bottom faces, 
respectively. 

In the new method, the micro cells are created by subdividing 
each macro cell into N by N micro cells, where N is an odd 
integer chosen by the analyst. Comparisons between solutions 
obtained with N = 1 (no micro cells), 3, and 5 are presented 
in Section 3. The value of N is chosen as an odd integer so that 
the center of the macro cell, where \l/,j and D/j are defined, 
coincides with the center of a micro cell. However, at any given 
time during a simulation, only micro cells near the free surface 
are involved in the computations. Micro cells, like macro cells, 
require flags. The definitions of micro boundary, empty, surface, 
and full cells are similar to those of corresponding macro cells. 
For example, a micro fluid cell is flagged as surface or full 
depending on its condition: a surface micro cell is a micro fluid 
cell that contains surface markers and has at least one empty 
micro cell neighbor, while a full micro cell is defined as a micro 
fluid cell that has no empty micro cell neighbors. 

As a typical example, nine macro cells near the free surface 
are shown in Fig. 2, four of which have been subdivided into 
micro cells. The macro and micro grid lines are represented by 
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thick and thin lines, respectively. Of the four macro cells that 
contain micro cells, the one in the center of Fig. 2 is a full 
macro cell, and the other three are surface macro cells. In these 
four macro cells, the surface and full micro cells are designated 
by s and/, respectively, while the empty micro cells are blank. 
As shown in Fig. 2, one macro cell can contain three different 
kinds of micro cells at the same instant. It is not necessaiy, 
however, for micro cells to be used in each macro cell. For 
example, no micro cells are used with five of the macro cells 
shown in Fig. 2. Each of these five macro cells is simply desig
nated with either an E for empty or an F for full. By selectively 
superimposing micro cells on the macro cells, a better definition 
of the location of the free surface is possible than can be 
achieved by the use of macro cells alone. 

2.3 The Reflagging Algorithm. Since surface markers 
are used to track the movement of the free surface, the reflagging 
algorithm introduced by Chen at al. (1991) is extended to ac
commodate the reflagging of micro cells. At a given instant, 
each macro and micro cell possesses a full, surface, or empty 
flag. During each computational cycle, the reflagging of micro 
cells is done prior to the reflagging of macro cells and is similar 
to it. Before moving the surface markers, all micro cells that 
contain markers are assigned a temporary check flag. After all 
the markers have been moved and markers have been added as 
required, the micro cells that now contain markers are flagged 
as surface. Next, the flag of any remaining check micro cell is 
changed to empty if the micro cell in question has an empty 
micro cell neighbor; otherwise, it is changed to full. Finally, 
the flag of any surface micro cell that now does not have at 
least one empty micro cell neighbor is changed to full. It must 
be noted that this micro cell reflagging procedure requires that 
no marker be allowed to travel in any direction in one time step 
a distance larger than the dimension of a micro cell in that 
direction. If nine micro cells per macro cell are used, this consid
eration imposes no additional restriction on the size of the com
putational time step, because the use of small time steps is 
necessary to insure the accuracy of the explicit schemes that 
are employed to solve the governing fluid flow equations. Hirt 
and Nichols (1981) state that: "Typically, St is chosen equal 
to one-fourth to one-third of the minimum cell transit time." If 
twenty-five micro cells per macro cell are used, 6t must be less 
than one-fifth of the minimum cell transit time, which is slightly 
less than the smaller value they suggested. 

2.4 Free Surface Pressure Boundary Conditions. Bound
ary conditions are required for the solution of the pressure po
tential field, * . Ideally, the boundary conditions along the free 
surface would be applied at points that are directly on the free 
surface. In the MIC method, the free surface pressure boundary 
conditions are applied at the centers of surface micro cells. The 
result is that the free surface pressure boundary conditions are 
applied very accurately, with the important added advantage 
that the locations of the points of application are determined 
very efficiently. For example, for the situation shown in Fig. 3, . 
with nine micro cells per macro cell, point m is the center of 
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Fig. 3 Points used in pressure potential approximation for cell (/,;) 

macro cell (i,j); and points e, n, w, and s are neighboring 
points to the east, north, west, and south of point m, respec
tively. The locations of points e, n, w, and s and their respective 
distances 6e, 6n, 6w, and 6s from point m all are required for 
the computation of the pressure potential at point m. For the 
example of Fig. 3, points e and s are simply the centers of the 
full macro cells to the east and south of cell ( ; , ; ) . Consequently, 
6e = 6x and 6s = 6y. On the other hand, points n and w represent 
points on the free surface and are the centers of the first surface 
micro cells to the north and west of the center of cell (/, y), 
respectively. For this particular example, the distances 6n and 
6w are equal to 26y/3 and 26x/3, respectively. Points n and w 
are very near the free surface, and the determination of the 
lengths Sn and 6w is simple and efficient. If more than nine 
micro cells per macro cell were used, the corresponding points 
of application of the free surface pressure boundary conditions 
would, in general, be even closer to the free surface, and the 
determination of the required distances between the free surface 
and the center of cell {i,j) would still be just as efficient. The 
determination of "unequal leg lengths" such as 6n and 6w is 
required only for some of the macro fluid cells that are near 
the free surface. 

2.5 New Pressure Potential Equation. The MIC method 
introduces a new equation governing the pressure potential field. 
Since the objective of the use of the pressure potential field is 
to provide a final velocity field that satisfies continuity, the new 
equation is derived by substituting the final velocity equations 
directly into the continuity equation. 

The general expression for the unequal-legs pressure equation 
used in the MIC method is derived by starting with the usual 
final velocity equations that make use of the pressure potential 
field * : 

u = a - d^/dx, (4) 

V = v - d'H/dy. (5) 

Writing Eqs. ( 4 ) - ( 5 ) in difference form for cefl (;, j ) yields: 

Uij = u,j - ( * . - * , j ) / 5 e , j , 

Vij = V,j - (*„ - ^...O/dw,,,, 

and 

ViJ-l = ^i.j (*,; - *,)/&,;, 

(6) 

(7) 

(8) 

(9) 

where *„, *„ , *,„, and ^t, represent the pressure potentials at 
points e, n, w, and s, respectively. Next, these four equations 
( 6 ) - ( 9 ) are substituted into the continuity equation 
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(Uij - Ui-i,j)l6x + {Vij - Vij^x)l8y = 0 (10), 

for the control volume that coincides with cell {i, j). The re
sulting equation can be written as 

C* _*2 %__^^_li_ 
6x6e 6y6n Sx6w SySs 

= -D (11) 

where C = (Se'' + 6w~')/6x + (Sn'^ + 6s-')/Sy. 
In the MIC method, Eq. (11) is used for cells near the free 

surface for the determination of the pressure potential field in 
Step 5 of the computational cycle. It should be noted that Eq. 
(11) reduces to the standard finite difference form of the pres
sure potential Poisson equation for a full macro cell that is not 
near the free surface. 

2.6 Calculation of the Pressure Potential Field. Con
sider the sketch shown in Fig. 4 of fluid sloshing in a container. 
The computational region consists of twenty five macro cells. 
The container consists of the square region of nine macro cells 
in the center of Fig. 4. A single layer of boundary cells com
pletely surrounds the container. The free surface at the instant 
under consideration is indicated by a dashed line. Micro cells, 
nine per cell, are shown in five of the macro cells that the free 
surface passes through. 

In general, the pressure potential must be calculated in all 
full macro cells as well as in any other macro cell whose center 
micro cell is full. Therefore, in the example of Fig. 4, ^ , j must 
be calculated in all six of the macro cells in the bottom two 
rows of the cavity. The application of the new pressure potential 
equation, Eq. (11), requires the determination of leg lengths. 
A leg length in the direction of a free surface is determined by 
counting the number of full micro cells between the center of 
the cell under consideration and the free surface. For the exam
ple under consideration, the unequal leg lengths are 

6e2 8x13, 6n2,, = Sy/3, Sw,,^ = 18x13, 

6nxi = 18yl3, 6̂ 4,3 = 8x13, 8n^:i = 8yl3. 

All other required leg lengths are equal to either 8x or 8y. Using 
the preceding leg lengths in Eq. (11) and forcing the gradient 
of the pressure normal to a solid boundary to vanish leads to the 
six required pressure potential equations which can be written in 
matrix form as M P̂ = R. The resulting square matrix M is 
positive definite and symmetric. Hence, the PCG method, which 
is adaptable to parallel and vector processing, can be efficiently 
apphed to obtain an accurate pressure solution. After the pres
sure potential field has been calculated, the final velocities M,̂  
and Vij must be computed. Micro cells also contribute to the 
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Fig. 4 Micro cells used for calculation of leg lengths in pressure poten
tial equation 

implementation of the new set of final velocity equations (Eqs. 
( 6 ) - ( 9 ) ) . 

2,7 Discussion. The MIC method represents an entirely 
new approach to the appUcation of free surface pressure bound
ary conditions. In addition to the other significant differences 
between the MIC method and the line segment method, the 
new unequal-legs pressure equation is different than either the 
"irregular star" approximation that was presented by Chan 
and Street (1970) or the interpolation/extrapolation technique 
presented by Nichols and Hirt (1971). Chan and Street used 
Taylor series expansions to derive their irregular star approxi
mation. Consequently, the continuity equation is not satisfied 
in full irregular star cells. If the technique of Nichols and Hirt 
is used, there can be only one free surface location in a surface 
cell. Consequently, it is not possible to satisfy the free surface 
pressure boundary conditions at two points in the same surface 
cell, such as points a and h in cell (2, 3) in Fig. 4. In contrast, 
the continuity equation will be satisfied in every cell in which 
the pressure potential is computed in the MIC method, and the 
free surface pressure boundary conditions can easily be satisfied 
at points such as a and h in surface cell (2, 3). In addition, in 
spite of the fact that cell (4, 3) in Fig. 4 has no empty neighbors 
and, thus, is flagged as a full cell, the new method also allows 
the imposition of free surface pressure boundary conditions at 
points d and e, the centers of the two surface micro cells that 
are found in cell (4, 3). Whereas the irregular star approxima
tion leads to an unsymmetrical system of equations, the new 
pressure equation leads to a symmetric set of equations. Finally, 
the use of micro cells allows the efficient determination of the 
points of application of the pressure boundary conditions and of 
the associated leg lengths that are required in the new pressure 
equation. 

3 Simulation Results and Validation 
In this section, comparisons are made between the simulation 

results of the surface marker (Chen et al., 1991) and micro cell 
methods, hereafter referred to as SM and MIC, respectively, in 
order to demonstrate the significance of the new methods pre
sented in this paper. Additionally, in order to demonstrate its 
validity, the MIC method is used to simulate problems for which 
solutions are known. 

Simulation results are presented for four different free surface 
fluid flow examples. Attention is focused on the shape and 
location of the free surface during each simulation. The size 
and resolution of the computational grid are specified for each 
of the problems. In the MIC method, the time step 8t is calcu
lated and updated automatically at each time level in order to 
maintain the accuracy of the solution. For each problem pre
sented here, however, an appropriate fixed time step is chosen 
for ease of comparison and reporting. A slip flow condition is 
applied along a solid boundary. 

3.1 Still Water Example. At the end of Section 1, a sim
ple problem was considered in order to illustrate the ramifica
tions of the inaccurate application of the free surface boundary 
conditions. The same problem is revisited here to illustrate the 
advantages of the use of the MIC method. If the horizontal 
container problem is simulated by use of the MIC method, the 
free surface remains horizontal, just as it does when the same 
problem is simulated by use of the SM method. In addition, 
however, since each surface cell in the MIC method is subdi
vided into N by N micro cells, the calculated hydrostatic pres
sures will be correct if the free surface passes through the cen
ters of any row of surface micro cells. Regardless of the location 
of the free surface, the maximum discrepancy in the calculated 
pressure for the MIC method will be no more than ±pg8yl 
(2N), whereas the maximum discrepancy can be as much as 
±pg8yl2 for the SM method. The added accuracy afforded 
by the use of micro cells is achieved with significantly less 
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computational expense than would be associated with an N by 
N fold increase in the number of macro cells which would be 
required to achieve the same accuracy by the use of macro cells 
alone. 

Next, the inclined container problem in Fig. 1 (a) is simulated 
by use of the MIC method. As stated previously, neither inertia 
nor viscous effects should influence the shape and location of 
the free surface, and the free surface should remain horizontal. 
Figures 5(a) and 5(b) show the solutions for N = 3 at times 
t = 0.02 s and 0.04 s, respectively. By use of the new method, 
the surface oscillations clearly visible in Figs. 1(b) and 1(c) 
have been significantly reduced and are almost imperceptible. 
To further improve the accuracy and check the solution's con
vergence, the number of micro cells subdividing each macro 
cell can be increased. Figures 5(c) and 5(<i) represent the solu
tions for N = 5 at times t = 0.02 s and 0.04 s, respectively. 
Some improvement over the results of the N = 3 case is visible, 
but here again, the surface oscillations are nearly imperceptible, 
indicating an excellent treatment of the free surface pressure 
boundary conditions with either N = 3 or 5. 

3.2 Small Amplitude Sloshing in a Tank. The next test 
problem to be considered is that of the sloshing of an inviscid 
fluid in a tank. The object of this example is to show that the 
new method can faithfully simulate the small amplitude sloshing 
of the contained fluid with minimal distortion in either the phase 
or amplitude of the wave. This problem has been investigated 
previously by Tadjbakhsh and Keller (1960) and referred to by 
Torrey et al. (1985). Initially, the quiescent fluid has an average 
depth of 5 cm, and its surface is defined by one half of a 
cosine wave with an amplitude of 5 mm. The 10 cm by 6.5 cm 
computational domain is discretized with 80 cells in the re
direction and 52 cells in the y-direction, resulting in Sx = Sy 
= 1.25 mm. The fluid begins to slosh solely under the influence 
of a constant gravitational field set at 9.8 m/s^ in the downward 
vertical direction. The time step 5t is set at 0.25 ms and the 
viscosity of the fluid is set equal to zero. 

In order to demonstrate the significance of the use of micro 
cells, simulation results at time t = 0.24 s are presented in Fig. 
6(a) for N = 1 and in Fig. 6(b) for N = 3. Superimposed in 
Fig. 6(a) is the shape of the water's free surface at the initial 
time, t = 0. For N = 1, no micro cells are used, and pronounced 
oscillations are visible on the free surface in Fig. 6(a) , repre
senting an irreparable degradation of the anticipated solution. 
In contrast, the use of micro cells yields the very significantly 
improved surface representation of Fig. 6(b). 

Since the exact solution of this transient problem is known, 
it is possible to quantify the accuracy of the MIC solution 

Fig. 6 
(6 )N = 

MIC Simulation of fluid sloshing at t •• 
3 

0.24 s with (a) N = 1 and 

by direct comparison of the theoretical and calculated surface 
distributions at a given instant in the sloshing cycle and of 
the theoretical and calculated sloshing periods. The theoretical 
period is given by P = 2ir[gk tmh(kh)]'^'^ = 0.3739 s, where 
k is the wave number (= 0. ITT cm ') and h is the average fluid 
depth (= 5 cm) (Tadjbakhsh and Keller, 1960; Torrey et al., 
1985). 

Figure 7 shows the surface markers from the MIC simulation 
with N = 3 at times t = 0.281 s, 0.74475 s, 1.49 s, and 2.23725 
s. The results displayed in Fig. 7(a) are associated with a time 
when the free surface is nearly flat, and the velocities of the 
surface markers essentially have reached their extreme values. 
The results displayed in Figs. 1(b)-(d) are associated with 
times when the free surface has reached an extreme position, 
and the velocities of all of the surface markers are very close 
to zero. The period of a sloshing cycle was obtained by monitor
ing the vertical position of the leftmost marker and capturing 
the time when it reached its maximum height. The solutions 
presented in Figs. 1(b)-(d) correspond to times associated 
with the completion of the second, fourth, and sixth sloshing 
cycles, respectively. On the other hand, the time associated with 
Fig. 7(fl) was calculated based on the period determined from 
the simulation results in the manner described above and the 
knowledge that the free surface should become horizontal at | 
of the period. 

3.3 Accuracy and Sensitivity Analysis. In this section, 
an assessment is made of the temporal and spatial accuracy of 
the MIC method and its sensitivity to time and space increments 
by comparing simulation and theoretical results for the problem 
of small amplitude sloshing in a tank considered in the preced
ing section. 

(a) 

(c) 

t = 0.28100 s 

t= 1.49000 s 

(b) 

(d) 

t = 0.74475 s 

t = 2.23725 s 

Fig. 5 MIC simulation of water at rest in an inclined container with Fig. 7 MIC simulation of fluid sloshing with N = 3 at (a) 0.28100 s, 
(a) - (6) N = 3 and (c) - (d) N = 5. (b) 0.74475 s, (c) 1.49000 s, and (d) 2.23725 s 
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Tables 1, 2, and 3 illustrate the sensitivity to changes in the 
number of micro cells per macro cell (N X N), the macro space 
increment (Sx = Sy), and the time increment (<5f), respectively. 
Two norms, the percent temporal error and the percent spatial 
error, are used for assessing accuracy. The percent temporal 
error is defined as 

100(r, - T,)/T, 

where T^ and T, represent the simulation and theoretical times, 
respectively; and the percent spatial error is defined as 

Table 2 Sensitivity of tlie spatial error to tlie macro cell 
dimension witli Â  = 3 and dt = 0.125 ms 

100 

m=\ 

where m is the marker counter, M is the total number of surface 
markers, y^ is the simulation elevation, y, is the theoretical eleva
tion, and e (= 5 mm) is the initial wave amplitude. 

In Table 1, the temporal and spatial errors for N = 3 and N 
= 5 are shown for the simulation results associated with Figs. 
l(b)-{d). The times obtained by simulation differ from the 
corresponding theoretical times by 0.44 percent or less for N 
= 3, indicating a high level of temporal fidelity in the simulation 
of this problem. When N is increased from 3 to 5, the corre
sponding differences decrease to 0.06 percent or less, indicating 
a strong convergence behavior of the new method and further 
improvement in the accuracy of the placement of the free sur
face pressure boundary conditions. The spatial accuracy of the 
MIC simulation of this problem is also quantified in Table 1. 
For N = 3, the spatial error is 3.5 percent or less. When N is 
increased from 3 to 5, the spatial errors all decrease. The spatial 
accuracy of the representation of the free surface is also evident 
in Fig. 7. The surface markers in the solution shown in Fig. 7(a) 
should theoretically fall on a horizontal straight line located 5 
cm from the bottom of the tank, while the solutions in Figs. 
l{b)~{d) should retrace the initial condition of one half of a 
cosine wave shown in Fig. 6(o) . In fact, if the original cosine 
shape were superimposed on Figs. l{b)-{d), it would be dif
ficult to distinguish between it and the displayed free surfaces. 
The same holds true for the straight horizontal line in Fig. 1(a). 

Table 2 illustrates the sensitivity of the spatial error to the 
macro cell dimension. When the grid spacing is halved from 
2.5 mm to 1.25 mm, the spatial errors decrease by at least 42 
percent. When the grid spacing is halved again, there are further 
decreases in the spatial errors of at least 25 percent. These 
results indicate a strong spatial convergence behavior. 

Table 3 illustrates the sensitivity of the temporal error to the 
time increment. The results indicate that the temporal error is 
relatively insensitive to changes in the time increment, provided 
that an appropriately small time increment is chosen. For a 
given macro cell dimension, the appropriate time step must be 
chosen so that no marker moves more than one-fourth to one-
third of a cell dimension (Hirt and Nichols, 1981, p. 216). As 
stated in Section 2.3, the criterion used in the MIC method is 
that the time step be chosen to prevent a marker from moving 
more than one micro cell in one time step. 

The simulation of relatively small ampUtude, spatially sinus
oidal and temporally periodic phenomena is especially challeng
ing to methods that use markers and cells since discrete repre-

Theoretical 
time 

2 P 
4 P 
6 P 

6x = 2.5 mm 

4.2 
5.7 
9.5 

Spatial error (%) 

8x = 1.25 mm 

2.0 
3.3 
3.6 

6x -= 0.625 mm 

1.5 
2.0 
2.3 

sentations of smooth continuous functions require a very large 
number of cells to minimize the severity of discontinuities inher
ent in those discfete representations. Yet, the numerical repre
sentation of the free surface simulated by the use of the MIC 
method remains in excellent agreement with the analytical solu
tion even after six sloshing periods, pointing to the advantages 
of the use of surface markers in tracking the free surface and 
micro cells in prescribing the pressure boundary conditions as 
close to the free surface as possible. Micro cells can also be 
used to advantage in problems which include multi-valued free 
surfaces as shown in the fountain problem of the next section. 

3.4 Ideal Flow of a Vertical Jet. In this example, the 
steady-state solution obtained by simulation of a transient prob
lem is compared with the asymptotic solution for an ideal jet 
reported by Dias and Christodoulides (1991) (D&C). The prob
lem they considered is the steady irrotational flow of an inviscid 
incompressible fluid that emerges from a nozzle, rises to a maxi
mum height and falls under the action of gravity. Due to symme
try, only half of the problem is studied, with the vertical mid-
plane assumed to extend to infinity. At the jet's apex, the fluid 
is assumed to detach from the symmetry plane (or wall) with 
a zero velocity. The problem is nondimensionalized so that the 
nozzle velocity (f/) and half-width (L) are each equal to 1. For 
comparison, the case of a Froude number, Fr = lJ(g L)^"^, 
equal to 1.04 is chosen. This problem represents a significant 
test of the MIC method. The flow is inviscid, and the MIC 
simulation results that are compared with the asymptotic, 
steady-state solution are obtained after a very large number of 
time steps (over 2700). 

For the MIC simulation of the transient free jet problem, 
a square, four-unit wide computational region (Fig. 8(a)) is 
discretized with 80 cells in each direction. Initially, a body of 
fluid with zero viscosity and unit velocity is located between 
the left solid wall and an internal short obstacle 2 units high. 
The bottom of the fluid body coincides with the flow inlet which 
continually supplies fluid with a unit velocity in the upward 
vertical direction. An outlet boundary condition is specified 
along the remainder of the lower surface to the right of the 
vertical obstacle as well as along the right and top sides of the 
computational domain. Six plots depicting the positions of the 
markers are shown in Fig. 8 at solution times of 0.03, 1, 2, 3, 
5, and 6 nondimensional time units. Figures S(b) - ( / ) illustrate 
only the square region that is shown in the upper left hand side 
of Fig. 8(a) . The round symbols on the plots represent a few 
of the analytically determined locations of the jet's upper and 
lower free surfaces as measured from Fig. 3 in D&C. In Fig. 
8 ( i ) the fluid has risen nearly a full unit and begun to fall to 
the right and down under the action of gravity. At ? = 2 (Fig. 

Table 1 Temporal and spatial accuracy of MIC simulation 
with dx = 1.25 mm and St = 0.25 ms 

Table 3 Sensitivity of the temporal error to the time incre
ment with Â  = 3 and Sx = 1.25 mm 

Theoretical 
time 

2 P 
4 P 
6 P 

Temporal 

N =3 

-0.44 
-0.39 
-0.29 

error (%) 

N= 5 

-0.04 
-0.06 

0.001 

Spatial 

N=3 

2.0 
2.8 
3.5 

error (%) 

N=5 

1.7 
2.5 
3.3 

Theoretical 
time 

2 P 
4 P 
6 P 

6t = 0.25 ms 

-0.44 
-0.39 
-0.29 

Temporal error 

St = 0.125 ms 

-0.38 
-0.24 
-0.21 

(%) 

St = 0.0625 ms 

-0.35 
-0.37 
-0.30 
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8(c)) , the fluid column has nearly reached its apex. The repre
sentation of the multi-valued free surface by the surface markers 
is smooth and continuous. At f = 3 (Fig. 8(d)), the fluid has 
overshot moderately the position of the stagnation point on the 
left wall as both the lower and upper free surfaces are nearing 
their steady-state profiles. After a time of 5, the flow reaches 
the steady-state solution and the free surfaces appear stationary 
thereafter (Figs. 8 ( e ) - ( / ) ) . Minor oscillations about the 
steady-state with no perceptible increase in amplitude continue 
indefinitely due to numerical truncations. 

The temporal accuracy of the MIC method is demonstrated 
by the close agreement between the shape of the simulated free 
surfaces and the discrete asymptotic data points of D&C that 
are shown in Figs. 8(e) and 8 ( / ) . In addition, the successful 
simulation of this problem, in which the viscosity is equal to 
zero, also demonstrates the robustness of the new method. The 
agreement in the results is excellent given the fact that the MIC 
simulation considered only a finite portion of the semi-infinite 
spatial domain assumed by D&C. 

3.5 Uniform Motion of a Circular Body of Fluid. Fi
nally, the uniform motion across the computational domain of 
a circular body of fluid is simulated by the use of the MIC 
method. The path of motion is prescribed along a diagonal in 
order for the markers to traverse the computational cells at a 
45 deg angle, thus destroying symmetry about a cell Cartesian 
system that is parallel to the cell faces. This problem was used 
by Ashgriz and Poo (1991) to demonstrate, for a problem with 
a known solution, the improved accuracy of the movement and 
reconstruction of the free surface that is obtained by use of their 
FLAIR approach for the advection and reconstruction of the 
free surface in conjunction with a VOF simulation. 

The MIC simulation is performed with a circle of radius 
equal to 4 cm, 6x = 6y = 1.25 mm, St = 3.788 ms, and i/ = 
10'^ m^/s. The fluid moves in a horizontal plane (g = 0) with 
a uniform velocity. Initially, «,,, = Vij = 10 cm/s for all values 

> O 0 
0 ( 

(a) 

t = 0 t = 1 

2 0 

(c) 

t = 2 
0 

•^^ 0 

X"-^ 

t = 3 

(d) .^^ 

t = 5 

(e) 

- - a . „ 

t = 6 

-•si^ 

(f) z 

/ 

! 

cycle = 0 \ 

cycle = 

5t 

• " \ 

^,^-^f"-'.,^ 

/ 

/ 

27 \ 

cycle = 53 

= 0.00378788 s 

1 

^.^^, ..• 

) 

••' 

Fig. 8 Comparison of MIC results with asymptotic ideal jet solution of 
Dias and Christodoulides (1991) 

Fig. 9 Uniform motion of a circular body of fluid 

of (• and j that are associated with cells in the circular fluid 
region. The progress of the circular body of fluid is shown in 
Fig. 9. By use of the MIC method, the circular body of fluid 
proceeds uniformly across the computational domain, as it 
should. The error in the area of the circle is imperceptible even 
after 53 calculational cycles. 

4 Conclusions 
A new method that uses markers and cells is presented. The 

accuracy and validity of the new method is demonstrated by 
direct comparisons between simulation results and known solu
tions of four different example problems. The contributions of 
the new method can be summarized as follows; (a) The discrete 
form of the free surface is represented by micro cells which are 
much smaller than the cells employed to locate the field vari
ables. Therefore, the free surface boundary conditions are lo
cated more precisely at micro cell centers rather than at macro 
cell centers, (b) The advection of the free surface is accom
plished with greater precision and computational efficiency by 
the use of surface markers which are located only along the 
free surface itself, (c) The introduction of micro cells enables 
the identification of portions of the free surface that exist in 
macro cells that have no empty neighbors and, subsequently, 
the efficient application of free surface pressure boundary condi
tions in such cells. In addition, the introduction of micro cells 
enables the application of free surface boundary conditions at 
muhiple points in a single surface cell. Heretofore, such points 
on the free surface have not been recognized and treated prop
erly, (d) A new unequal leg pressure potential equation is de
rived for use in the computation of the pressure potential field. 
The new equation gives rise to a system of algebraic equations 
whose coefficient matrix is symmetric and positive definite. As 
a result, the efficient preconditioned conjugate gradient method 
is used in the new method for the calculation of the pressure 
field, (e) In order to calculate the final velocity field more 
accurately, micro cells are also used to improve the computation 
of pressure potential gradients. 

The utilization of surface markers and micro cells in the new 
method significantly extends the capabilities of the marker and 
cell approach. The accurate and efficient advection of the free 
surface, application of free surface pressure boundary condi
tions, calculation of the pressure field, and computation of final 
velocities, all of which are made possible by the utilization of 
surface markers and micro cells, extend the capabilities of free 
surface fluid flow simulation. These extended capabilities are 
essential for the successful simulation of free surface fluid flow 
problems that involve multi-valued free surfaces and breaking 
fluid fronts. 
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Capsule Transport in Coal 
Slurry Medium 
The use of coal slurry instead of water in a coal log pipeline (CLP) is investigated 
for the first time. This investigation reveals significant differences and possible benefits 
by using coal slurry instead of water in CLPs. The lift-off velocity, and capsule 
and total pressure gradients are presented for a 51 mm pipeline using two capsule 
geometries. The fluid velocity was tested from 1 to 3 m/s, which includes the lift-off 
velocity of the capsule train. The diameter ratio (k) and specific gravity (S) are held 
constant at 0.75 and 1.3, respectively. Two capsule lengths were studied correspond
ing to aspect ratios (a) of 2 and 4. Aluminum-Plexiglas capsules are used to simulate 
the coal logs. The coal slurry significantly lowered the lift-off velocity, and transported 
more coal per total pressure gradient than coal logs in water. The capsule pressure 
gradient was nearly constant over the velocity range investigated. This indicates that 
the optimal operation velocity range may be much larger for coal slurry compared 
to water. Further tests and abrasion studies are required to fully assess the potential 
benefits of using coal slurry. 

Introduction 
The transport of solids through liquid pipelines consist of 

many different modes such as slurry, capsule, and coal-log pipe
lines. The coal-log pipeline is an extension of the capsule pipe
line, where the coal is made directly into cylindrical capsules 
for transport through a pipe. CLP is superior to the coal slurry 
pipeUne in that it uses less energy and water to transport coal. 
The Midwest of the United States uses large quantities of coal 
transported by trains from Wyoming and other western states 
approximately 1000 km away. Seventy-five percent of the deliv
ered cost of such coal is due to transportation. Pursuing alterna
tive modes of coal transportation is an important issue with 
benefits to utilities, coal companies, and society (Liu, 1993; 
Liu, Richards, and Wu, 1991). The concept of CLP is to trans
port densely spaced coal logs (capsule trains) over long dis
tances (50 to 1000 km). 

The transport of capsules in pipes consist of four regimes 
(Liu, 1992) is illustrated in Figure 1. Regime I occurs at a low 
bulk fluid velocity when a capsule is stationary at the pipe 
bottom. Regime II begins at a slightly higher velocity when the 
capsule slides on the pipe floor moving slower than the bulk 
fluid velocity. The initial movement of the capsule along the 
pipe wall is defined as the incipient velocity (V,). At higher 
bulk fluid velocities the capsule moves faster than the bulk fluid 
velocity (Regime III) and contact friction between capsule and 
pipe diminishes. The contact friction decreases due to the cap
sule intermittently lifting off the pipe wall, this is defined as 
microlift. Regime IV occurs at yet higher velocities when the 
capsule is well lifted off the pipe floor moving with its leading 
nose raised, forming an angle of attack. The optimum opera
tional velocity of CLP is between regimes III and IV, or at the 
lift-off velocity of the capsules. The head loss at lift-off velocity 
is only slightly (15-30 percent) higher than that of equivalent 
pipeline flow without capsules at the same bulk velocity (Rich
ards, 1992). 

The lift-off velocity (V^) of capsules in water is given by the 
following equation (Liu, 1981): 

VL = 7.2V(S - \)gak{\ - k^)D (1) 

where S is the density ratio between the coal logs and the bulk 
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a)RegiineI:(Vb<V;Ve=0) b) Regime II: (Vi< V„<V|,< VL) 

c) Regime III: (Vi<Vb<Vc<VL) d)RcgimeIV: (Vi<VL<Vt<V,) 

Fig. 1 The four regimes of capsule motion in CLP (after Ricliards, 1992) 

fluid {pelPb), Pc is the density of the coal logs, pb is the bulk 
fluid density, g is the acceleration of gravity, a is the aspect 
ratio (LJD^, refer to Fig. 2), Lc is the length of the coal log, 
k is the diameter ratio {DJD), D^ is the coal log diameter, 
and D is the pipe diameter. From Eq. (1) , the parameters for 
determining lift-off velocity include capsule geometry (length 
and diameter), pipe diameter, coal-log density, and fluid den
sity. 

Based on present coal log fabrication research, it is expected 
that commercial coal logs should have a specific gravity (S) 
between 1.15 and 1.35 (Gunnink, 1994). Logs with high spe
cific gravity (in excess of 1.25) in large pipes will result in a 
lift-off velocity greater than 3 m/s. Commercial water pipelines 
operating at velocities greater than 3 m/s cause significant head-
loss and should be avoided. The lift-off velocity can be de
creased by increasing the density of the bulk fluid by using coal 
slurry instead of water. Holding g, a, k and D constant in Eq. 
(1), the ratio of V^ for the water medium versus coal slurry 
( r ) is: 

7 = (2) 

where /3 is the density ratio of the coal log to coal slurry 
(pjp.)-

Values of y are given in Table 1 for coal logs with S between 
1.2 and 1.35. From Table 1, the Uft-off velocity of the coal log 
is reduced between 30.7 and 59.4 percent, for S between 1.2 
and 1.35. The calculations shown in Table 1 assume that Eq. 
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pipe 

Lc 

1>>III11>I1>1H 

Table 1 Coal slurry effects on the lift-off velocity 

angle of attack 

Fig. 2 Capsule at lift-off in pipeline 

(1) is valid for coal slurry and the coal slurry behaves as a 
homogeneous fluid. These calculations are based on a specific 
gravity of 1.162 for the coal slurry. 

Table 1 shows the advantages of using coal slurry as the 
transporting medium to reduce the lift-off velocity, or operating 
velocity of CLP. Increasing the density of the fluid medium 
increases buoyancy of the capsule, thereby decreasing the bulk 
fluid velocity required for lift-off of the capsule. This study 
investigates the effects of using coal slurry in a capsule pipeline. 
The reduction of lift-off velocity using coal slurry would enable 
coal-logs with specific gravity up to 1.35 to be commercially 
feasible for pipe diameters up to approximately 50 cm. As a 
means of providing perspective, a 50 cm diameter coal log 
pipeline operating at 3 m/s can transport about 20 million tons 
of coal per year. 

Pressure Gradient 
A higher pressure gradient is observed as capsules flow in a 

pipe with water compared to the flow of water in a pipe without 
capsules (Richards, 1992). The total pressure gradient is one 
of the most important parameters for CLP design. The total 
pressure gradient including capsule and fluid in a pipeline is 
given by Kruyer et al. (1967) as. 

dP\ 

dz), 

AP, 
dP\ 

dzjf 

NL, 
(3) 

where AP, is the total head loss between two pressure taps 
along the pipeline at a distance L apart; {dP/dz)t is the total 
pressure gradient including the presence of both water and cap
sules; (dP/dz)f is the pressure gradient of the water; Lc is the 
length of the capsule; and Â  is the number of capsules in the 
train. The first term on the right side of Eq. (3) is the pressure 
gradient due to the capsule train only. For capsule transport 
using coal slurry in place of water, Eq. (3) can be rewritten as. 

AP, 
dP 

dz NLr 

dP\ 
(4) 

s 
1.20 
1.25 
1,30 
1.35 

P 
1.033 
1.076 
1.119 
1.162 

y 

2.462 
1.814 
1.588 
1.443 

% Reduction of VL 
(1 -- 1/Y) X 

59.4 
44.9 
37.0 
30.7 

100 

the coal slurry. Eq. (4) can be expressed in terms of measured 
quantities, AP^ and AP,, 

^ \ _ AP, AP, 

dz ) , ~ NL,^ L 
(5) 

where AP, is the measured pressure drop due only to the cap
sules (Seaba et al., 1993), and AP, is the measured pressure 
drop produced by the coal slurry. Eq. (5) can also be expressed 
in terms of the pressure gradients produced by the capsules and 
slurry flow which sum to the total pressure gradient as follows: 

dP^ 

dz 

dP 

dz 

dP\ 

dz). 
(6) 

where the subscript s refers to the pressure gradient produced by 

Experimental Apparatus and Procedure 
The experimental facility consists of a constant-head, open-

loop pipeline as shown in Figure 3. The pipeline is made of 51 
mm I.D. Excelon-4000 rigid plastic pipe and has a total length 
of 21.5 meters including the length of three bends with 0.91 
meter radii. A 680 liter polyethene tank supplies the coal slurry 
for the system. The coal slurry is pumped to the head tank which 
maintains a constant head during the experiment. Overflow from 
the head tank goes back to the storage tank. The volumetric 
flow rate through the open loop system is controlled by two 
valves downstream of the test section, one valve is a gate valve 
for system shutoff, and the other for throttling. 

An ultrasonic flow meter monitors the volumetric flow rate 
in the test section. The ultrasonic flowmeter was calibrated using 
a weighing tank (Xu, 1993). The bulk fluid velocity was calcu
lated by dividing the flow rate by the area of the pipe. The 
uncertainty of the inner pipe dimensions is ±0.03 cm, resulting 
in an uncertainty of ±2 percent for the flow ranges investigated. 

The capsules are loaded at the head tank and released to form 
a capsule train. The capsules are initially pushed into the open 
loop using a rod at the head tank to insure the capsules do not 
separate. The train traverses through the test section where flow 
rate, pressure, and electromike measurements are recorded. The 
electromike provides an analog signal corresponding to the dis
tance between the pipe wall mounted sensor and the metal 
capsule. The measured distance minus the pipe wall thickness 
defines the gap between the capsule and pipe wall. After passing 
through the test section, the capsule train is deposited in the 

Nomenclature 

a = aspect ratio of capsule Lc/D^ 
D = pipe diameter 

Dc = capsule diameter 
g = gravitational constant 

He = Hedstrom number, TyP,,D^/r)^ 
k = diameter ratio DcID 
L = distance between pressure taps 

Lc = length of capsule 
N = number of capsules within dis

tance L in pipeline 
AP = pressure drop between pressure 

taps 

(dP/dz) = pressure gradient 
Re = Reynolds number, p^DVJri 

S = specific gravity of coal log 
ipdPf) 

V = velocity 
a = angle of attack of capsule 
p = density 
y = Lift-off velocity ratio in water 

and coal slurry 
/? = density ratio of coal-log to 

coal slurry 
r = shear stress 

77 = apparent viscosity 

Subscript 
b = bulk fluid 
c = capsule 
/ = fluid-water 

i — incipient 
L = lift-off 
s = coal slurry 
/ = total (capsule and fluid) 

trans = transition 
y = yield 
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Fig. 3 Experimental apparatus 

collection tank. This allows the collection tank to be unloaded 
without changing the volumetric flow rate of the open-loop 
system. 

Aluminum tubes with Plexiglas ends and a foam center are 
used as capsules to simulate coal logs. Two different aspect 
ratios (a) of 2 and 4 are tested. The specific gravity (S) of the 
capsules is 1.3. The capsule train consists of five capsules, 50 
and 100 cm long {'NL^) for aspect ratios 2 and 4, respectively. 
The distance between pressure taps (L) is 366 cm. This provides 
a residence time of approximately one second to record the 
capsule train pressure increase in the lifted regime (maximum 
velocity). AP^ is calculated by averaging several hundred pres
sure measurements while the train is between the pressure taps. 
A slight pressure oscillation of ±0.25 cm of H2O is observed 
during this time period (Seaba et al., 1993). AP^ and AP/, were 
recorded at flow velocities ranging from 1 to 3 m/s. The test 
facility cannot operate below 1 m/s due to particle deposition 
and subsequent blockage in the test loop. 

The direct measurement of the capsule train pressure drop 
{dPldz)c, is determined by measuring a pressure differential at 
each tap location. The pressure differential is referenced to the 
total pressure of the bulk fluid flow without any capsules in the 
pipe. A valve in parallel with a differential pressure transducer 
between a pressure tap and piezometer is used to store the 
steady state pressure at each flow rate. The valve is closed 
prior to launching the capsule train. The differential pressure 
transducers determine the pressure difference between the cap
sule in pipe and pure bulk fluid pressure (previously stored 
by piezometer). The difference between the two differential 
pressure transducers is the pressure drop due to the presence of 
the capsule train (Xu, 1993). 

Two air chambers are located before the upstream and after 
the downstream pressure tap locations. The air chambers are 

essential to dampen out any pressure fluctuations created in the 
open-loop system outside of the test section. The same type of 
electromikes used by Richards (1992) were used to determine 
the location of the capsules, space between the capsules within 
the capsule train, capsule orientation, and trigger the data acqui
sition system. The space between the capsules was less than 2 
mm for the test results presented. All instrumentation is con
nected to a PC based data acquisition system (Xu, 1993). 

Characteristics and Rheology of Coal Slurry 

Commercial slurry from the Black Mesa Pipeline in Arizona 
was used in this study. The characteristics of the coal slurry 
consist of a 48.6% mass coal per mass water mixture corre
sponding to a specific gravity of 1.162. The maximum coal 
particle diameter is approximately 1 mm, with a mean particle 
diameter of 280 /xm. 

Rheological properties of the coal slurry were analyzed be
fore, during, and after each test condition. The rheological prop
erties were tested using a Brookfield LVRH viscometer. The 
slurry samples were thoroughly mixed prior to each rheology 
measurement. The slurry showed no signs of degradation for 
up to 9 hours of continuous pumping. After 9 hours the viscosity 
of the coal slurry started to increase, and the slurry was replaced. 

A highly concentrated coal slurry can be treated as a Bingham 
plastic fluid having the foUowing rheological relation (Govier 
and Aziz, 1972): 

T = Ty + rj 
du\ 

(7) 

where Ty is the yield stress of the coal slurry, T} is the slurry 
apparent viscosity (also called "rigidity"), and du/dy (strain 
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a 

4 
2 

k 

0.75 
0.75 

Table 2 Lift-off velocities 

S /9 

1.3 1.119 
1.3 1.119 

(m/s) 

3.19 
2.26 

(m/s) 

2.01 
1.42 

Vj.,- Exp 
(m/s) 

2.2 
1.6 

.1 
0.05 

rate) is the velocity gradient normal (radial direction) to the 
pipe surface, T, and ry are constants determined from the rheo-
logical measurements of the coal slurry. The transition to turbu
lence (Re,ra„s) in pipe flow involving a non-Newtonian slurry is 
unlike Newtonian fluids. The Re,rans number in Bingham plastic 
fluids (coal slurry) is a function of the He number. A graphical 
correlation between Re,ra„s and He is presented by Wasp et al. 
(1979). The Re number at the lift-off velocity of the capsules 
in coal slurry is between 9,000 and 13,000. The He number is 
7500 which correlates to a transitional Re number of 3,450. 
Therefore, the coal slurry is in the turbulent regime, and may 
behave as a pseudo-homogeneous fluid. A pseudo-homoge
neous slurry behaves similar to a homogeneous fluid where the 
larger particles are suspended by turbulent diffusion in the pipe. 

Results and Discussion 
The lift-off velocity of the capsule is experimentally observed 

by a change in the angle of attack of the capsule. The angle 
of the capsules relative to the pipe wall is determined by the 
electromike signals which are calibrated to represent the dis
tance between the capsule and electromike (or pipe bottom). 
The first capsule in the train is measured to calculate the angle 
of attack for both water and coal slurry as shown in Figs. 4 and 
5, for aspect ratios of 2 and 4, respectively. Other capsules in 
the train were also measured, but little difference of the attack 
angles were observed (Xu, 1993). 

The angle of attack increases as the bulk fluid velocity in
creases for both the short and long capsules. The calculated lift
off velocities in coal slurry using Eq. (1) slightly underestimate 
the experimental lift-off condition as shown in Figs. 4 and 5. 
The calculated and experimental lift-off velocities for capsules 
with S = 1.3 in coal slurry or water is summarized in Table 2. 
The calculated lift-off velocity (Vt.j) in coal slurry using Eq. 
(1) with P replacing S, under predicts the experimental lift-off 
velocity (VL,,-EXP) by approximately 10 percent for both aspect 
ratios. Further work is required to fully assess the applicability 
of Eq. (1) for coal slurry. 

The angle of attack measurements exhibit scatter at bulk fluid 
velocities 10 to 20 percent greater than the lift-off velocity. It 
has been observed in water, that the capsules will start to oscil
late up and down under these conditions, which causes scatter 
in the angle of attack data. Richards (1992) has also shown 
that coal logs in water show significant degradation at bulk fluid 
velocities greater than or less than 15 percent of the lift-off 
velocity. 

The uncertainty for the capsule pressure gradients in Figs. 6 
and 7 are calculated from the uncertainty of the AP measure-

:a>«o.o4 
11 

8s 

0.03 

0.02 

as 

•3 ° 0.01 

2 I O.0O 

13 capsule in water 
• capsule in slurry 

^ ^ 

.V».oi>4l*,Urj 
0 1 2 3 

bulk fluid velocity (m/s) 

Fig. 7 Capsule pressure gradient for a 
water/m pipe, ±2 percent m/s) 

4 (uncertainty ±0.0003 m 

ment divided by the distance between the pressure taps {L). 
(The pressure is referenced to water at 20°C.) This uncertainty 
corresponds to ±0.0003 meter of water per meter of pipe. Coal 
slurry and water are compared for (dP/dz)c versus the bulk 
fluid velocity as presented in Figs. 6 and 7 for aspect ratios of 
2 and 4, respectively. At low bulk water velocities, {dPldz)c 
increases as the bulk water velocity increases, reaching a maxi
mum of 0.05 meter of water per meter of pipe for a = 2 and 0.04 
meter of water per meter of pipe for a = A. This corresponds to 
a bulk water velocity of 1.6 m/s for a = 2 and 1.7 rn/s for a 
= 4. The maximum {dPldz)c represents the transition between 
regimes 2 and 3 of capsule motion in CLP. In regime 3, {dPI 
dz)c decreases as the bulk water velocity increases toward the 
lift-off velocity. 

The capsule pressure drop behaves much differently in coal 
slurry compared to water. {dPldz)c is nearly constant (0.005 
meter of water per meter of pipe) over the bulk fluid velocity 
range measured (1.0 to 3.0 m/s). This is an order of magnitude 
less than the maximum capsule pressure gradient in water. The 
pressure drop is approximately the same for coal slurry or coal 
slurry with capsules over the bulk fluid velocity range investi
gated. 

The pressure drop of coal slurry compared to water is shown 
in Figure 8. The coal slurry has a greater pressure drop com
pared to water for all bulk fluid velocities from 1 to 3 m/s. 
The difference between the slurry and water pressure drop is 
approximately 0.02 meter of water per meter of pipe. The water 
data follows the Moody diagram for a nondimensional pipe 
roughness of 0.0002 (Xu, 1993). 

The total pressure gradient, (dP/dz), increases with increas
ing bulk fluid velocity for both water and coal slurry capsule 
flows. (dP/dz)c shows little difference at 1.7 to 1.8 m/s between 
the coal slurry and water to transport the capsule as shown in 
Figs. 9 and 10. This is due to a maximum capsule pressure 
gradient associated with water and a negligible capsule pressure 
gradient associated with coal slurry. The added pressure gradi
ent due to the capsule in water is comparable to the pressure 
gradient associated with coal slurry. 
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The total pressure gradient for capsules in water is less than 
that for capsules in coal slurry for bulk fluid velocities greater 
than 1.8 m/s. This difference increases with increasing bulk 
velocity since the capsules in water are approaching the lift-off 
velocity. The total pressure gradient for capsules in slurry is 
much greater than capsules in water for bulk velocities less than 
1.5 m/s. This is due to large coal particles depositing on the 
pipe bottom forming a bed flow. Commercial coal slurry pipe
lines operate at velocities above the bed flow conditions. The 
uncertainty for the total pressure gradients in Figs. 8, 9 and 10 
are calculated from the uncertainty of the AP measurement 
divided by the distance between the pressure taps (L), this is 
corresponds to ±0.03 meter of water per meter of pipe. 

The total pressure gradient of a capsule with aspect ratio 2 
at lift-off is approximately 0.08 meter of water per meter of 
pipe and 0.14 meter of water per meter of pipe, in coal slurry 
and water, respectively. Assuming a CLP operates at the lift
off velocity, the mass of coal logs transported per unit time in 
coal slurry decreases by 30 percent, but the total pressure gradi
ent decreases 50 percent. The total pressure gradient is directly 
related to the power required to operate a CLP. Furthermore, 
additional coal mass is transported by using coal slurry between 
the capsule trains which is especially beneficial. 

Operational characteristics of CLP also involve the shutdown 
and restart of the system with the capsules in the pipe. The 
introduction of coal slurry in place of water would make this a 
more difficult task. A comparison between a conventional coal 
slurry pipeline and a coal slurry CLP is discussed. The coal 
slurry in a coal slurry pipeline at shutdown will deposit on the 
pipe bottom and slide down to the low point in the pipeline, 
completely plugging the pipe. In the CLP at shut down, the 
coal logs quickly deposit on the pipe bottom then the coal 
particles begin to deposit around them. The coal particles will 
not slide down to a low point in the pipeline due to the presence 
of the capsules. Therefore, the area above the capsules will be 
free from particles providing an area for the water to flow for 
easier restart of the pipeline. Since the Black Mesa coal slurry 
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Fig. 10 Totai pressure gradient for a =: 4 (uncertainty ±0.03 m water/ 
m pipe, ±2 percent m/s) 

pipeUne has had little difficulties with shutdown and startup 
over the last 20 years of operation, the coal slurry CLP should 
have little additional difficulty with startup after shutdown. 

Conclusion 

The coal slurry lowers the lift-off velocity of the capsules 
which enables one to transport more dense coal logs than the 
conventional CLP. The lift-off velocity correlation used for cap
sules in water (Eq. (1)) underestimates the lift-off velocity in 
coal slurry by approximately 10 percent for the capsules used 
in this investigation. More data is required to fully evaluate the 
lift-off equation. 

The capsule pressure drop is nearly constant in coal slurry 
which includes CLP regimes 2, 3, and 4. The added energy loss 
caused by the capsule train is constant over a large velocity 
range. Therefore, the operational velocity in coal slurry may 
have a large velocity range compared to the conventional CLP 
which must be maintained within ±15 percent of the lift-off 
velocity. Further work is required to assess the degradation of 
coal logs in coal slurry for regimes 2, 3 and 4. 

The capsules in coal slurry increased the total pressure gradi
ent 3 to 5 percent compared to 15 to 30 percent for capsules in 
water at lift-off. The coal slurry pressure gradient is greater 
than the pressure gradient caused by water alone. However, the 
total pressure gradient is only 5 percent greater for capsules in 
coal slurry compared to capsules in water. The coal slurry low
ers the operational velocity of CLP by 30 percent but decreases 
the total pressure drop by 50 percent. Therefore, the mass of 
coal transported per total pressure gradient is greater using coal 
slurry compared to water. 

Acknowledgments 
This work has been sponsored by the Capsule Pipeline Re

search Center and the Department of Mechanical & Aerospace 
Engineering at the University of Missouri-Columbia. The sup
port of Williams Technologies Inc. is greatly appreciated, in 
particular Hank Brolick, Joe Anderson, Lowell Hinkins, and 
Jack Tennant provided the coal slurry and technical insights 
which proved helpful for this study. Special thanks is extended 
to Dr. Henry Liu for his guidance and support of this project. 

References 
Govier, G. W., and Aziz, K., 1972, The Flow of Complex Mixtures In Pipes, 

Van Nostrand Reinhold. 
Gunnink, B., 1994, Private communication, Dept. of Civil Engineering, Univer

sity of Missouri-Columbia. 
Kruyer, J., Redberger, P. J., and Ellis, H. S., 1967, "The Pipe Flow of Cap

sules," Journal of Fluid Mech., Vol. 30, p. 513. 
Liu, H., 1981, "Hydraulic Capsule Pipeline," Journal of Pipelines, Vol. 1, p. 

U, 
Liu, H., 1992, "Hydraulic Behaviors of Coal Log Flow in Pipe," Proceedings 

of the 7th International Symposium on Freight Pipelines, WoUongong, Australia, 
p. 201. 

Liu, H., 1993, "Coal Log Pipeline: Economics, Water Use, Right-of Way, 
and Environmental Impact," Proceedings of the lOlh Annual Pittsburgh Coal 
Conference, p. 23. 

Liu, H., Zuniga, R., and Richards, J. L., 1993, "Economic Analysis of Coal 
Log Pipeline Transportation of Coal," CPRC Report No. 93-1, University of 
Missouri-Columbia, 248 pages. 

Rhee, K, H., 1989, "Behavior Of Cylindrical Capsules In Fiber-Water Flow In 
Pipe," Ph.D thesis, Dept. of Civil Engineering, University of Missouri-Columbia. 

Richards, J. L., 1992, "The Behavior Of Coal Log Trains In Hydraulic Trans
port Through Pipe," M.S. thesis, Dept. of Civil Engineering, University of Mis
souri-Columbia. 

Seaba, J. P., Liu, H., and Xu, G., 1993, "Slurry Suspension of Coal logs—An 
Exploratory Study," I8th International Technical Conference on Coal Utiliza
tion & Fuel Systems, Clearwater, FL, p. 733. 

Wasp, E. J., Kenny, S. P„ and Gandhi, R. L., 1979, Solid-Liquid Flow Slurry 
Pipeline Transportation, Gulf Publishing Company. 

Xu, G., 1993, "Behavior of Capsules in Slurry Medium in Pipe," M.S. thesis, 
Dept. of Mechanical & Aerospace Engineering, University of Missouri-Columbia. 

Journal of Fluids Engineering DECEMBER 1995, Vol. 1 1 7 / 6 9 5 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Robert R. Hwang 
Institute of Ptiysics, 

Academia Sinaca, 
Taipei 

T. P. Chiang 
Department of Navai Arctiitecture 

and Ocean Engineering, 
National Taiwan University, Taipei 

Numerical Simulation of Vertical 
Forced Plume in a Crossflow of 
Stably Stratified Fluid 
In this study, an investigation using a three-dimensional numerical model, which 
treats conservation of mass, momentum, and salinity simultaneously, was carried out 
to study the character of a vertical forced plume in a uniform cross-stream of stably 
linear stratified environment. A k-e turbulence model was used to simulate the turbu
lent phenomena and close the solving problem. The performance of the three-dimen
sional model is evaluated by comparison of the numerical results with some available 
experimental measurements. Results indicate that the numerical computation simu
lates satisfactorily the plume behavior in a stratified crossflow. The secondary vortex 
pairs in the cross section induced by the primary one change as the plume flows 
downstream. This denotes the transformation of entrainment mechanism in stratified 
crossflow. 

1 Introduction 
The turbulent mixing of a buoyant jet in a density-stratified 

crossflow is of significant importance in the application of engi
neering problems. The plume of smoke from an industrial chim
ney into the atmosphere is a typical example of the discharge 
of pollutants as a buoyant jet. The turbulent shear generated by 
the discharge results in efficient mixing, and this reduces the 
concentration of pollutants. When compared with a similar flow 
in unstratified fluid, the major effects of density stratification 
are to limit the vertical rise of a buoyant jet and to restrict the 
mixing with the surrounding ambient fluid. Hence, understand
ing the mixing and dilution processes, and establishing the capa
bility to estimate the rise and width of a buoyant jet in stratified 
fluid, are necessary for designing and controlling a waste dis
posal system. 

A number of approximate predictive methods for the plume 
flow in stratified surroundings have been developed in the litera
ture of Abraham (1965), Schwartz and Tulin (1972), Sneck 
and Brown (1974), Wright (1984), and Hwang and Chiang 
(1986). All these are basically integral methods based on the 
simplifying assumptions that the entrainment rate and the simi
larity profiles for both the velocity and temperature are made. 
Recently, the differential method was presented, which directly 
treats the conservations of mass, momentum, and temperature 
without entrainment and profile assumptions. The differential 
method employs a turbulence model to predict the turbulent 
behavior at each point in the buoyant jets. Hence the profiles 
and entrainment rate are parts of the solution. Studies of Madni 
and Fletcher (1976) and Mizutori et al. (1990) used a mixing 
length model to simulate the turbulent diffusion characteristics. 
Higher order closure models were proposed by Launder and 
Spalding (1974) and many others. Li and Chen (1985) used 
the k-e turbulence model to study the behavior of round buoyant 
jets in quiescent stably linear stratified environments. 

Along with recent developments in numerical computations, 
there has been considerable progress in the construction of tur
bulence models of wide applicability. It is, therefore, now possi
ble to use an acceptable turbulence model to obtain numerical 
solutions for jets in a stratified cross flow. The aim of this study 
is to calculate by a finite-difference method the flow field of a 
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round turbulent buoyant jet issuing vertically into a uniform 
free stream of density-stratified fluid. In solving the three-di
mensional time-averaged governing equations, the two-equation 
model of standard k-e model is adopted to simulate the turbulent 
transported quantities. 

2 Formulation of Flow Problems 

2.1 The Governing Equations. We consider the three-
dimensional flow field of a round buoyant jet of diameter D, with 
constant injection velocity Wj issuing vertically into a uniform 
velocity cross flow of stably linear stratified fluid. Figure 1 
shows the geometry and coordinates of the flow problem. Far 
upstream, in the frame of reference of the jet exit, the following 
conditions are assumed to exist: 

Pa = P»o( l - OLZ) 

V,W =0 

in which paa is the density of fluid far upstream at the level of 
the jet exit and 

a = lim I dpjdz\lp„o 

is the stratification parameter, f/„ is the velocity of the cross 
flow. The density of fluid is computed by using Knudsen's 
formula and the density stratification in the environment is 
caused only by salinity variation in the fluid. 

With the assumptions that a is so small that the Boussinesq 
approximation is valid and the density variation is accounted 
for only in the gravitational term, the governing differential 
equations for the mean velocity, salinity and concentration are: 
Continuity: 

dUj_ 

dXi 
= 0 

Momentum: 

"'t^ \_dP_ 

p dXi 
pg{T-T,)5,, 

dxj 

(1) 

(-u,uj) (2 ) 
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Salinity: 

Fig. 1 The considered flow problem 

oxj oxj 

Concentration: 

Vj dx: dxi 
i-UjC) 

(3) 

(4) 

where t/, is the time averaged velocity components in the ;' 
coordinate direction, p is density, P is the mean pressure, T is 
the salinity, !„ is the local ambient salinity, C is the mean 
concentration of tracer injecting from the jet, and — M/MJ and 
—UjT' are the turbulent transport rates of momentum and mass 
fluxes respectively. Far upstream of the jet exit, the local ambi
ent salinity, or the ambient density, is assumed to be linear in 
the vertical direction. 

2.2 The Turbulence Model. In order to solve Eqs. (1) -
(4), a turbulence model for the turbulent stresses and mass 
flux has to be specified. The model adopted in this study is the 
standard k-e model in which an isotropic eddy diffusivity is 
assumed. The eddy diffusivities of salinity and tracer are esti
mated by using the turbulent Schmidt number a,. The local 
mean state of turbulence can then be characterized by the kinetic 
energy (k) and dissipation rate (e) of the fluctuating motion. 
The relationship is 

' dUj dUj 

dxj dx. 
-UiUj S,k (5) 

-u,T' 

-UjC 

y dXj 

d£ 
dxj 

(6) 

(7) 

Y-COOR 

Fig. 2 The arrangement of the computational grid in the computational 
domain 

with 

(8) u, = CJ< /e, 7 = v,la„ 

and 7 are the eddy viscosity and diffusivity respec where v, 
tively, 

The equations that govern the distribution of k and e can be 
found in Rodi (1984) as follows 

and C^ is a constant. 

N o m e n c l a t u r e 

C = mean concentration 
Cj = injection concentration of 

the jet 
Ci, C2, Q = constants in the turbulence 

model 
Dj = diameter of the jet exit 
F = the densimetric Froude 

number ( = [W;/(A/9/ 

G = the square of Brunt-Vaisala 
frequency {=ag) 

g = acceleration of gravity 
k = the turbulent kinetic en-

ergy ( = ^^0? + v^ + V^)) 

P = mean pressure 
R = ratio of the jet velocity to the 

main-stream velocity ( = W,/ 
U„) 

K^j = the Reynolds number based 
on the jet velocity 

T = mean salinity 
Ta = local ambient salinity 
f7„ = the crossstream velocity 

U, V, W = mean velocity components in 
the (jc, y, z) direction 

Wj = injection velocity of the jet 
u, = eddy viscosity 
7 = eddy diffusivity 

(Tc, cr, = constants in the turbulence 
model 

p = density 
pa = local ambient density 

Pa„ = ambient density at the level of 
jet exit 

a = the stratification parameter 
e = the dissipation rate of turbulent 

energy 
/3 = the expansion coefficient of sa

linity (= -0.815 X 10~3) 
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Fig. 3 Comparison of the predicted profiles for /? = 2 with previous studies 

dxj dxj \ Ok dXj I \ dxj dx, J dxj 

V, dT 
8j a 

at axj 
(9) 

9e d ( V, de 

where CTJ and a^ are empirical diffusion constants. Buoyancy 
effects on the turbulence are accounted for by including the 
buoyancy terms in the k- and e-equations and leaving the con
stants uneffected by buoyancy (Rodi 1984). The turbulence 
model involves six empirical constants. We adopt the same 
constant values proposed by Rodi (1984) as follows: 

C^ = 0.09, C, = 1.44, C2 = 1.92, 

(Tt = 1.0, a, = 1.3, a, = 0.7. 

As reported in Rodi (1984), these constants have been used 
for a wide variety of situations to obtain predictions that give 
satisfactory agreement with experiment. 

2.3 Boundary and Exit Conditions. In the flow of a 
round jet discharged into a stably linear stratified crossflow, it 

Table 1 The grid number and resolution conducted for 
the case of J? = 8 

Run A'. iVv A', 

R8 
R8: high resolution 

125 
125 

60 
60 

80 
80 

62 
90 

43 
64 

56 

77 
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Fig. 4 Comparison of the predicted IV profiles at y = 0 for /? = 8 between two grid resolutions. 
the 62 X 43 X 56 grid size, the 90 x 64 x 77 grid size 

can be seen from Fig. 1 that the time-averaged flow field is 
symmetrical about the xz plane passing through the center of the 
jet. The calculation domain was chosen that, in the y direction, it 
extended from the symmetry plane to a location where yIDj is 
60. In the z direction, one boundary of the domain considered 
was the bottom plane, and the other was placed sufficiently far 
away (say, H) so that uniform crossstream conditions could be 
approximately assumed there. This location of the outer bound
ary was found by computational experiments. For a jet-to-cross-
stream velocity ratio (/?) of 8, for example, the outer boundary 
was located at a zlDj of 80. 

In the X direction, the upstream boundary was placed six jet 
diameters upstream of the jet and the position of the downstream 
boundary was located sufficiently far downstream that the flow 
velocity became almost parallel to the x direction. For example, 
in the case of the velocity ratio i? = 8, the downstream boundary 
was positioned at xlDj = 125. 

The boundary conditions for the calculation domain pre
scribed above were specified as follows: 

(1) On the upstream yz plane A; = X,, flows were considered 
to be far away from the jet and the various variables there were 
treated as 

{/=[/„, V = w = c = 0, r„ = r„„ -h ̂  z, 
dz 

k = QMUf,, e = fc'"/(0.06H) (11) 

(2) At the downstream yz plane x = X^, the normal gradi
ents of the variables were assumed to be zero, i.e., d{V, W, T, 
k, e, C)ldx = 0, t/g = t/fi-i, where n represents the iteration 
level, and B the boundary point. 

(3) On the jet exit, the jet conditions were specified as W 
= Wy, [/ = V = 0, r = Tj, C = Cj, k = COOIW,', e = k"^/ 
(0.5 Dj). 

(4) The xz plane through the origin (y = 0) , was treated 
as a plane of symmetry, i.e. 

y = 0 , d(U,W,T,k,e,C)/dy = 0. (12) 

(5) The other xz plane y = Y2 and the top xy plane z = Z2 
were considered to be far from the jet and had the same flow 
conditions as the upstream yz plane condition of (1) . 

(6) On the bottom xy plane z = 0, 

W = 0 , d(U,V,T,k,e,C)/dz = 0. (13) 

The outflow boundary condition is considered simply to han
dle the passage of the jet. For the lower boundary, similar to 
that of Sykes et al. (1986), we use a stress-free wall instead a 
true wall except for the test case oi R = 2. This is because the 
jet flows we considered have relatively large velocity ratios and 
the flow development will be in jets remote from the wall. The 
values of the turbulence kinetic energy and dissipation in the 
main stream and in the jet were as adopted by Demuren (1983) 
and Li and Chen (1985). 

3 Computational Technique 
In this study, the numerical computations were performed on 

a nonuniform and staggered MAC (marker and cell) grid system 
(Spalding, 1972). In the staggered grid system, the pressure 
and other dependent scalar variables such as k and e, are calcu
lated at nodal points between those of the velocity to avoid the 
phenomenon known as the checkboard problem. Figure 2 shows 
the arrangement of the computational grid in the xz-plane, xy-
plan and yz-plane. 

To solve the partial differential Eqs. (2) , (3), (4) , (9) , and 
(10) which are of elliptic type, a computer code based on the 
power law difference (PLD) method (Patankar, 1972) is con
structed for use in the present study. Briefly, in a control volume 
finite-difference method, the convection together with diffusion 
terms of transport equation for variable (j) ((f) = U, V, k, W, T, 
C, e) of 

OXj OXj \ OXj 
+ s. (14) 

is discretized by PLD, source term by second order central 
difference, and then integrated within a control volume element 
to obtain an algebraic equation. The pressure field P is solved 
with SIMPLEC algorithm of Von-Doormaal (1984). The sys
tem of linear algebraic equations is solved by the alternating 
direction line by Une iteration method. 

To assess the accuracy of the governing equations and the 
validity of the associated computer program, a case of a turbu-

Table 2 The jet and the ambient flow conditions conducted in this study 

Case 

1 
2 
3 

(cm) 

0.40 
0.82 
0.82 

Wj 

(cm/s) 

199.7 
82.5 
82.5 

Jet 

Ap/p„„ X 10-' 

0.0 
0.76 
0.76 

Rgj 

8.0 X 10' 
6.8 X 10' 
6.8 X 10' 

Ambient flow 

(cm/s) 

24.9 
10.3 
4.6 

a X 10^' 
(cm-') 

0.0 
0.36 
0.36 

R 

8.0 
8.0 

18.0 

Flow parameters 

G 
F (s-^) 

0.0 
30 0.35 
30 0.35 
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case) (a) The U- W velocity vectors; (b) the W velocity contours; (c) The iso-concentration 
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lent jet emitted normal to a uniform free stream of homogeneous 
fluid with a jet-to-crossstream velocity ratio ^ = 2 is computed 
at first, and compared with previous studies of Ramsey and 
Goldstein (1971), Patankar et al. (1977), Andreopoulos 
(1983), Andreopoulos and Rodi (1984), and Sykes et al. 
(1986). In this case, all studies included the bottom xy-plane 
boundary layer except the study of Sykes et al. (1986). In 
order to compare with other results, the two-point wall function 
approach (Chen, 1983) is adopted in this test case to include 
the bottom A:);-plane boundary layer instead of the stress-free 
boundary condition mentioned previously. 

Results are presented for only those quantities which have 
been reported in the related literature. Profiles of the U, k, and 
C in the central j:z-plane and V at y/Dj = 0.5 plane are plotted 
for several stations downstream from the jet. In Figs. 3(a) and 
3(b), we compare the computed velocity of profiles U and V, 
respectively, with experimental data of Andreopoulos and Rodi 
(1984) and some predicted results of Patankar et al. (1977) and 
Sykes et al. (1986). Figures 3(c) and 3(d) show the computed 
profiles of the turbulent kinetic energy k and concentration C, 
respectively, compared with the experimental data of Andre
opoulos (1983), Andreopoulos and Rodi (1984), and Ramsey 
and Goldstein (1971) and the predicted results of Sykes et al. 
(1986). It can be seen that results of different studies do not 
correlate well among themselves and the computed results of 

this study seem to fit best with the experimental data. Overall, 
the agreement with the experimental results is satisfactory. 

In the comparison shown in Fig. 3, it is noted that although 
the study of Sykes et al. treated the lower surface as a stress-
free wall instead of a true wall outside the jet-exhaust region, 
the predicted results of U, k, and C agree quite well with 
experiment except near the wall. The inclusion of the bottom 
boundary layer will only have an effect in the region near the 
wall. This is evidence that the lower boundary does play a role 
but it is not dominant. If we consider the cases of relatively 
large jet exit ratios, J?, (say iJ a 8), the main interest is in the 
flow remote from the wall, so we have not attempted to model 
the near-wall region accurately. A free-shear boundary can then 
be considered instead a true wall for jet flows of relatively large 
jet exit ratio. 

Numerical experiments have also been conducted to deter
mine an adequate grid distribution for the present study. We 
used two grid distributions to conduct the computations for the 
case of a turbulent jet injected into a uniform cross stream of 
homogeneous fluid with ^ = 8. Table 1 indicates the grid num
ber of the two resolutions distributed in the computational do
main. Figure 4 shows the comparison of the computed W veloc
ity profiles at the plane of symmetry at several stations along 
the stream direction from the two grid distributions. Although 
it indicates a little difference near the exit, the deviation of the 
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Fig. 6 The computed results on the y = 0 plane for R = 8, F = 33.0 and G = 0.35 s~', 
(a) The U-W velocity vectors; (b) The W velocity contours; (c) The Iso-concentration 
contours 

W profiles (especially, the maximum value) of the jet flow 
between the computed results of the grid size 62 X 43 X 56, 
and those of the fine grid 90 X 64 X 77 is not significant. Rodi 
and Srivatsa (1980) also stated that grid refinements in general 
improve the near-field solution, with without significantly alter
ing the far-field solution. The main interest of this study is in 
the far-field of the plume behavior in stratified crossflow. Grid 
refinements then improve a slightly the far-field solution. There
fore, the results that are presented in this study are based on 
the grid numbers of (12 -I- 50) X 43 X 56 distributed nonuni-
formly in the computational domain (6.0 Dj + 125 Dj) X 60 
Dj X 80 Dj in which 12 grids are ahead of the jet (centerline) 
in the 6.0 Dj length and 50 grids downstream of the jet in the 
125 DJ length. 

4 Presentation and Discussion of Results 
Our objective in the development of this numerical model is 

to understand flow cases such as the plumes emitted from tall 
stacks into the atmosphere; hence we only consider relatively 
large jet exit ratios. Numerical computation of such a three-
dimensional jet flow can yield detailed information of flow field. 
In the present study three flow cases are computed to study the 
effect of ambient fluid stratification on a jet flow subject to a 
uniform velocity cross flow. The jet and the ambient flow condi
tions of these flows are listed in Table 2. 

1 The Influences of Ambient Stratifications on the Jet 
Development. As a turbulent jet issues vertically into a cross-
flow, the flow field can be described from two views. To the 
surrounding fluid, the discharged jet behaves similar to an obsta
cle placed in the flow, where the windward side is the retarding 
region of high pressure while the lee side is the low-pressure 
wake region. Secondly, to the jet flow, the horizontal momen
tum of the crossflow and the shear layer and wake entrainment 
lead to the deflection of the jet in the cross flow direction and 
mixing with the surrounding fluid. Since the jet shear layer is 
permeable and defornjable, the surrounding crossflow passes 
and penetrates through the jet shear layer resulting in the forma
tion of a pair of vortices on the jet cross-section. 

Figures 5, 6, and 7 show the U- W velocity vectors, W-veloc-
ity contours, and iso-concentration contours of the jet flow inter
acted with the crossflow for varied jet configurations and ambi
ent stratifications on the plane of symmetry (y = 0). Figure 5 
shows the computed results for the pure momentum jet in the 
crossflow of unstratified fluid where R = 8, F = <», and G = 
0 case. Above the exit the jet, driven by its initial momentum, 
deflects promptly then continues to move upwards. It can be 
seen from Fig. 5(b) that the Wcontours of vertical velocity vary 
monotonically. The turbulent shear generated by the discharge 
results in efficient mixing which rapidly reduces tracer concen
trations. Figure 5(c) shows the computed concentrations of the 
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dyed jet to be reduced down to 10 percent of the undiluted jet 
concentration in the vicinity of the jet exit. 

The other two cases considered show the influences of ambi
ent density stratification on the jet flow development. A major 
effect of the density stratification is to limit the vertical rise of 
a buoyant jet and to restrict the dilution compared to a similar 
flow in an unstratified ambient fluid. Figures 6(a) and 6{b) 
show the effects of ambient stratification on the jet development 
at y = 0 plane for flow configuration of /? = 8, F = 33.0, and G 
= 0.35 s"^ Here F = W,/[(Ap/p„„)gD;]"^ is the densimetric 
Froude number, where Ap = p„„ - pj is the density difference 
between the ambient density at the level of jet exit and the jet 
density, and G = ag is. the square of Brunt-Vaisala frequency 
of the stratified environment. In a stably stratified environment, 
the plume first behaves like a buoyant jet. The initial momentum 
and the buoyancy of the plume cause the jet flow to move 
upward, bend over in the crossstream direction and mix with 
the heavy bottom fluid. The density deficit of the plume then 
decreases continuously and becomes zero at a certain level. 
From here on the buoyancy force is negative and the flow 
decelerates and turns down after reaching a maximum height. 
The jet trajectory is illustrated by the iso-concentration contours 
shown in Fig. 6(c) . 

Increasing the ratio of the jet velocity to the mainstream 
velocity will increase the initial momentum of jet so that the 

buoyant jet rises higher and mixes more rapidly with dense 
bottom fluid. As a result, the density deficit of the plume de
creases faster and the jet turns down rapidly. Significant oscillat
ing motion of the jet along the crossflow direction, similar to 
an internal gravity wave, is then formed. Figure 7 shows the 
computed results on the y = 0 plane for the case of /? = 18, F 
= 33.0, and G = 0.35 s~^. The upward and downward motion 
of the jet flow is clearly evident in the IV-velocity contours of 
Fig. l{b). The wavelength of oscillating motion of a buoyant 
jet in a stratified crossflow from its maximum height-of-rise is 
inversely proportional to the velocity ratio of R. The larger the 
jet exit ratio, the smaller the wavelength of the oscillating mo
tion. In the correspondence with the wave-like motion of the 
jet flow, the jet trajectory also exhibits an oscillating trajectory. 
This can be seen from the iso-concentration contours shown in 
Fig. 7(c) . 

2 The Influences of Ambient Stratifications on Vortex 
Motion on the Jet Cross Section. As described previously, 
the horizontal momentum of the cross flow causes the jet to be 
deflected along the flow direction and a pair of vortices to be 
generated on the jet cross section. As shown in Fig. 8(a) , the 
pair of vortices on the cross section is counter clockwise on the 
left and clockwise on the right. The vortex pair moves upwards 
and reduces its magnitude of the peak value of the vorticity 

702 / Vol. 117, DECEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ve I oc i t y 5. OOOOOE-01 

45 

40 

39 

30 

Z/Dj 29 

20 

19 

10 

5 

x/Dj= 25 

f \ ' ' \ 

-24+ . 

• • ' / ' " 

10 19 20 23 

y/Di 

48 

40 

3S 

30 

2B 

20 

Ifi 

10' 

5-

X/Di = 

' • • • \ 

/ • \ \ 

: A . ^ ; 
/ / 

\// 
J 

50 

9 10 13 20 35 

Z/Dj 2» 

5 10 15 20 25 19 20 29 

(0 

Fig. 8 The evolution of vortex motion on ttie jet cross section for R = 8, F = °° and G = 0 (unstratified case) 
Fig. 8(a) Tiie V-W velocity vectors (b) The streamwise-compnent vorticity contours. Contour magnitudes are 
amplified by 10 .̂ (c) The iso-concentration contours 

along with its diffusion outward. This can be seen more clearly 
in the various transverse sections of the streamwise vorticity 
field shown in Fig. 8(^) . The streamwise-component of vortic
ity is defined as ŵ  = (dW/dy) - (dV/dz). From the vorticity 
dynamics, it can be noted that the principal feature of the jet 
flow is a result of injection of vorticity by the jet and subsequent 
diffusion of that vorticity. The cross-sectional shape of the jet 
is varied gradually from a circle near the exit to a kidney shape 
with the indentation on the low-pressure lee side. The deforma
tion of the jet cross-section can also be seen from the iso-
concentration contours of Fig. 8(c). 

In a stably stratified environment, one effect of density strati
fication is to prevent the vertical rise of the buoyant jet. The 
retardation of the flow development influenced by the stratified 
environment then leads to the formation of a secondary pair and 
a third pair of vortices above and below the primary vortex pair 
with a reverse direction. It can be noticed at stations of x/Dj = 
50 and 75 of Fig. 9 for the case of R = S, F = 33.0, and G = 
0.35 s"^. The two pairs of vortices in the cross-section grow 
and suppress the growth of the first one as the plume flows 
downstream. It then causes the plume to move downward after 
reaching a maximum height. Figure 9(a) shows the evolution 

of vortex reversion at sections 25 to 125 diameters downstream 
from the jet exit. As the plume flows further downstream, says 
at x/Dj = 100 and 125, another two pairs of vortices are induced 
above and below the secondary pair again. These also grow and 
suppress the growth of the secondly pair simultaneously. The 
clockwise motion of the two pairs of vortices in Fig. 9 then 
raises up the plume trajectory again. The various transverse 
sections of the streamwise-component vorticity field of Fig. 9(b) 
show the evolution process more clearly. The effect of the ambi
ent stratification is to produce the vorticity of opposite sign to 
the main vorticity. As the stratification of the ambient fluid is 
increased, the retardation of the jet flow from its source efflux 
becomes more significant. Influenced by the same mechanism, 
the development of iso-concentration contours, which have the 
same shape as the jet cross section, is also altered by the effects 
of density stratification, as illustrated in Fig. 9(c) . Both the iso-
concentration contours and the shape of jet cross-section have 
deformed from a symmetric kidney-shape to an oblate ellipse. 
This can be confirmed by observing the jet trajectory of Figs. 5 
and 6 that the jet width (as indicated by the distance between 
the contours) at far downstream sections is smaller than that of 
upstream sections. The decaying rate of the tracer concentration 
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is also retarded and decreased due to the effect of ambient strati
fication, as shown in Figs. 5 and 6. 

5 Conclusion 
The detailed structure of the flow development for a buoyant 

jet discharged in a crossflow of stably linear stratified environ
ment is not clear at present. In this study, a three-dimensional 
numerical model based on a two-equation turbulence model is 
applied to predict the plume behavior in stratified cross flows. 
Computations of the model have given results which are, in 
general, in satisfactory agreement with available experimental 
data. The formation of the secondary and the third pairs of 
vortices which are not induced in the unstratified environment 
causes the jet flow oscillation from its maximum height-of-rise 
and alteration to the entrainment mechanism in the stratified 
cross flow. The ambient stratification, prohibits the development 
of the plume radius and reduces the mixing rate as well as the 
plume rise and a wave-like trajectory is formed for the case of 
higher density stratification and higher jet-to-crossstream veloc
ity ratio. 
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On the Mechanism of 
Fluidelastic Instability of a Tube 
Placed in an Array Subjected 
to Two-Phase Crossflow* 
In this work, the fluidelastic instability of a tube placed in an array subjected to two-
phase crossflow has been studied. For the determination of fluidelastic instability, 
acrylic tubes 2.2 cm or 2.37 cm in diameter and 20 cm in length were arranged in 
a triangular array with pitch to diameter ratio of 1.4 and 1.3. The test tube was flexibly 
supported with two cantilever beams. By installing cantilever beams horizontally and 
vertically, drag and lift direction tube vibration were studied. The total damping 
ratio is found to increase as the liquid gap velocity or void fraction increases. It has 
been found that the effective spring constant decreases rapidly with increase of liquid 
gap velocity or void fraction just prior to the onset of instability. For the range of 
parameters studied in this work, the onset of fluidelastic instability is associated with 
a rapid decrease of the effective spring constant because for a given applied force 
the amplitude of the tube vibration is inversely proportional to the spring constant. 

1 Introduction 

Two-phase crossflow over tubes in many shell-and-tube heat 
exchangers, steam generators, condensers and other heat ex
changer equipment causes flow-induced vibrations. These flow-
induced vibrations have been recognized as a major factor in the 
wear and eventual failure of tubes in heat exchangers. Several 
mechanisms which induce vibrations have been identified, in
cluding turbulence, vortex shedding, and fluidelastic instability. 
Among these the fluidelastic instability induces the largest am
plitude vibrations. When a tube array is subjected to crossflow, 
the RMS amplitude or the maximum amplitude of the tube 
vibrations increases slowly with flow velocity, but at a certain 
flow velocity, it shows a rapid increase. The flow velocity at 
which a large increase in the amplitude occurs is defined as the 
critical velocity for the onset of fluidelastic instability. 

1.1 Fluidelastic Instability in Two-Phase Crossflow. Con
nors' (1970) paper is one of the well-documented studies of 
flow-induced vibrations in single phase crossflows. He devel
oped a stability criterion to predict the onset of instability based 
on the displacement mechanism (Section 1.2). The critical ve
locity above which large amplitude vibrations occurred was 
given by 

(1) 

where V, is the critical gap velocity, / , is the natural frequency 
of the cylinder, D is the diameter of the cylinder, K is an 
instability constant, C, is the cylinder damping ratio in still fluid, 
p is the fluid density, and m is the mass per unit length of the 
tube, including added mass. The stability criterion was verified 
with the data from dynamic stability tests on flexibly mounted 
tubes, and a value of 9.9 for the onset of instability constant 
was recommended. 
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Studies of fluidelastic instability of a tube bundle under two-
phase crossflow are very limited. Pettigrew et al. (1988a), 
Remy (1982), and Heilker and Vincent (1981) studied fluid-
elastic instability and damping of tube bundles in single and 
air-water two-phase flow. Tube bundles of normal and rotated 
triangular and square arrays were formed with pitch to diameter 
ratios varying from 1.32 to 1.47. The flexible tubes were cantile-
vered. They observed that the excitation in two-phase flow was 
larger than that in single phase flow, but the onset of instability 
was less clear in two-phase flow. These studies recommended 
the values ranging from 4 to 5 for the fluidelastic instability 
constant in Connors' criterion, but the damping ratios obtained 
from different flow conditions were applied in implementing 
the criterion. Pettigrew et al. observed that the critical flow 
velocity for the all flexible tube bundles was lower than that 
for a single flexible tube surrounded by rigid tubes in two-phase 
flow but the critical flow velocities for two cases were almost 
similar in single phase flow. Axisa et al. (1985) and Gay et al. 
(1988) measured damping and fluidelastic instability in steam-
water and freon-water two-phase flow. They observed that tube 
behavior at onset of fluidelastic instability was similar to that 
noted for air-water two-phase flows. 

Mam and Catton (1992) numerically studied the fluidelastic 
instability of a flexible tube in a rigid tube array subjected to 
single phase flow. From their analysis they identified dynamic 
instability and divergence. The dynamic instability occurred at 
a flow velocity smaller than that for divergence. Yetisir and 
Weaver (1992) have proposed a theoretical model for fluidelas
tic instability of a single flexible tube in an array of rigid tubes 
and of an all flexible tube bundle. They showed that for small 
values of mass-damping parameter, a single tube in an array of 
rigid tubes is not an unreasonable model. However, for values 
of mass-damping parameter greater than 200, the interaction 
between neighboring tubes becomes important and one must 
use an all flexible tube bundle to model fluidelastic instability. 

1.2 Mechanisms of Fluidelastic Instability. Two mech
anisms of fluidelastic instabiUty have generally been proposed 
in the literature: the velocity mechanism and the displacement 
mechanism. The former assumes that the dominant fluid force 
is proportional to the velocity of the tubes (fluid-damping 
force), while the latter assumes that the dominant fluid force 
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is proportional to the displacements of the tubes (fluid-stiffness 
force). In the velocity mechanism, the critical condition for 
onset of instability is believed to occur when overall damping 
of the system changes from being positive to negative. In the 
displacement mechanism, with increase in velocity, the fluid-
stiffness force can reduce the modal damping and instabiUty 
occurs when damping changes from being positive to negative. 
Depending on the system conditions, either or both of the mech
anisms can be present. The velocity mechanism is dominant 
for the systems with small mass-damping parameter, while the 
displacement mechanism is dominant for the systems with large 
mass-damping parameter (Chen, 1987). 

Both of these mechanisms assume that the fluidelastic insta
bility occurs when the total damping ratio becomes negative. 
Only few experimental investigations have documented the de
crease of total damping as the flow rate approaches the critical 
flow rate. The study of Weaver and El-Kashlan (1981) found 
that total damping approached zero at the onset of instability 
in single phase flow of air, while other studies (Pettigrew et 
al., 1988a; Heilker and Vincent, 1981) did not observe such 
results in their experiments conducted in two-phase flow. None 
of these studies provide a clear insight regarding the variation 
of total damping near the onset of instability. 

Another commonly accepted explanation of the cause of the 
fluidelastic instability is that the instability occurs when the 
energy input by the fluid force exceeds the energy expended in 
damping. This explanation implies that the total damping ratio 
does not necessarily have to be negative to cause the instability. 
As long as the energy input exceeds the energy loss, the instabil
ity will occur. 

1.3 Damping Ratio. Carlucci and Brown (1983), Petti
grew et al. (1988b), and Hara (1988) measured the damping 
ratio of a single cylinder or a cylinder in an array in air-water 
two-phase flow. The flow was either axial flow or crossflow. 
It was found that the two-phase damping ratio increases with 
increasing void fraction up to a void fraction of about 0.3, 
reaches a maximum value at void fractions between 0.3 to 0.6, 
and decreases as the void fraction increases beyond 0.6. 

Blevins (1990) developed a model for the fluid damping ratio 
of a cylinder in a crossflow. He assumed the tube to vibrate in 
a harmonic motion. The vibration amplitude was assumed to 
be small and the tube was assumed to oscillate at its natural 
frequency. When the structural velocity (x) was small relative 
to the mean fluid velocity V, an expression for the fluid damping 
ratio, f̂l„id, in a cross flow was obtained as 

^''''~4nf„D m ^ ° ^^^ 

where Co is the drag coefficient for the tube in crossflow. 

1.4 Objective of tlie Present Study. Mass, damping, 
spring constant, and fluid force are four major components of 
interest in the study of tube vibrations induced by a fluid flowing 
across a tube bundle. In order to understand the fluidelastic 
instability of tubes which are subjected to two-phase crossflow, 
the investigation and understanding of these four components 
is necessary. These four components are influenced by several 
other parameters; such as tube diameter, tube mass, pitch to 
diameter ratio, natural frequency, flow rate, void fraction, types 
of tube array, methods in which tubes are supported, and 
whether the tubes surrounding the test tube are supported rigidly 
or flexibly, etc. Most of the previous studies concentrated on 
as to how these parameters affected the critical flow conditions 
for the onset of fluidelastic instability and on obtaining the 
instability map. However, the past research did not focus on 
the manner in which these parameters affected the four compo
nents of tube vibrational behavior when fluidelastic instability 
occurred. As such the mechanism of instability is not clearly 
explained yet. The objective of the present study is to develop 
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Fig. 1 A normal triangular tube array 

an understanding of the mechanism of fluidelastic instability in 
tubes subjected to single and two-phase crossflow. 

2 Experimental Apparatus and Procedure 

2.1 The Tube Bundle and Test Tube. The air-water two-
phase flow loop which had been used in the study of Joo and 
Dhir (1994) was used in this study. The flow was bubbly in all 
cases, and void fractions were nearly uniform across the test 
section upstream of the tube bundle except for very low liquid 
flow velocity. In the test section, acrylic tubes are installed 
horizontally to form a normal triangular array (Fig. 1). The 
tubes, 2.2 cm in diameter and 20 cm in length, are arranged with 
pitch to diameter ratio of 1.4. All tubes are rigidly supported at 
the test section wall except the test tube. 

The hollow acrylic test tube, 27 cm in length, is positioned 
at the center of the fourth row, and extends through holes in 
the test section wall. The tube is flexibly supported with two 
cantilever beams which are held outside of the test section wall. 
The holes in the test section wall are large enough to give the 
test tube sufficient room to vibrate. Easily removable caps cover 
the cantilever beams and holes to prevent leaking. The test tube 
can vibrate in only one direction—normal to the cantilever 
beams. The cantilever beams are installed horizontally when 
drag direction vibrations are measured. When lift direction vi
brations are measured, the cantilever beams are installed verti
cally. 

The cantilever beams which support the test tube are made 
from spring steel plates. Spring constants can be varied by using 
spring steel plates of different thicknesses. The beams are 7 
mm in width and 53.5 mm in length. Steel plates of three 
different thicknesses (f) were used: 0.56 mm, 0.71 mm and 
0.89 mm. The natural frequencies in water of these tube-cantile
ver beam systems are 8.5 Hz, 12.2 Hz, and 17.4 Hz, respec
tively. In a few experiments, a solid aluminum rod was inserted 
in the hollow acrylic test tube in order to change the tube mass. 
The tube mass was changed from 0.062 kg to 0.207 kg. When 
the aluminum rod inserted tube is supported with 0.71 mm 
thickness cantilever beams, the natural frequency in water is 
10.0 Hz. Uncertainty in the measured frequency is expected to 
be less than ±3 percent. 

In order to study the effect of pitch to diameter ratio, tubes 
of 2.37 cm in diameter were used. By arranging the tubes with 
the same pitch as before (3.08 cm), pitch to diameter ratio of 
1.3 was obtained. When the solid acrylic test cylinder, 0.126 
kg in mass, is supported with 0.71 mm thickness cantilever 
beams, the natural frequency in water is 10.0 Hz. 

Strain gages were mounted on the top and bottom sides of 
each cantilever beam. They were installed 6 mm away from the 
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Fig. 2 RMS amplitude change with liquid gap velocity in single phase 
flow 

beam supporting plates. The strain gage out put was read from 
the strain gage input module of the data acquisition system. 
Vibration responses were calculated with a personal computer 
which is connected to the data acquisition system. 

2.2 Experimental Procedure. In the two-phase flow ex
periments, the water flow rate was set constant at some flow 
rate lower than the single phase instability value, and air flow 
rate was gradually increased. The vibration response was mea
sured with increasing air flow rate until instability occurred. 
Time averaged mean value, RMS amphtude and vibration re
sponse spectrum were obtained from the strain gage voltage-
time data. The strain gages were caUbrated before and after 
measurements for a particular set of tube-cantilever beam 
system. 

Drag coefficients were measured at the normal position of 
the tube in the array and when the tube was displaced 3 mm 
and 4 mm from its mean position. Drag coefficients at each 
position were measured by noting the static pressure distribution 
at the wall. Details of the procedure are described in the study 
of Joo and Dhir (1994). In these experiments, the liquid gap 
Reynolds number was varied from 32,900 to 61,600. 

Pressure distributions around the tubes were not measured 
when the tube was flexibly supported because the displacement 
of tube in an array was found to affect the measured drag. 
However, during the experiments for the determination of flu-
idelastic instability, average drag forces could be obtained from 
the mean value of strain gage signal. 
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Fig. 3 Vibration response spectrum in single phase flow (empty tube 
mounted on 0.56 mm thickness cantilever beams) 

velocity is seen to increase as the cantilever beam thickness 
increases and as the tube mass increases. For the same natural 
frequency of the tube system, the critical gap velocity is seen 
to increase in Fig. 2 as the pitch to diameter ratio increases. 
The effect of stiffness of the system, mass, and the pitch to 
diameter ratio will be discussed further in Section 4.3. The 
time averaged mean displacements were observed to increase 
smoothly with liquid gap velocity. However, the slope of the 
curve through the data for mean displacement was found to 
increase rapidly just prior to the onset of instability. 

The vibration response spectra near the onset of instability 
are shown in Fig. 3. The spectra are for an empty test tube held 
with 0.56 mm thickness cantilever beams in an array with pitch 
to diameter ratio of 1.4. Figure 3(a) shows the response spec
trum at a liquid gap velocity of 1.13 m/s. This velocity is 
smaller than the critical gap velocity for the onset of fluidelastic 
instability. The response spectrum shows a narrow band unique 
peak at a frequency of 8.1 Hz which is close to the natural 
frequency of the system. Figure 3(b) is a vibration response 
spectrum at a liquid gap velocity of 1.3 m/s—the critical veloc
ity for the instability. The response spectrum shows a much 
broad band peak. The first dominant frequency decreases to 6.0 
Hz, which is about 75 percent of the natural frequency. The 
Uquid gap velocity corresponding to Fig. 3(c) is 3 percent larger 
than that of Fig. 3(b). With this small increase of liquid gap 
velocity, the response spectrum shows a much different shape 
than that prior to onset of instabiUty. It has the highest amplitude 
at a frequency very close to 0 Hz. At this flow velocity the 
system appeared to degenerate into a static instability mode. 

The first dominant frequencies are plotted as a function of 
liquid gap velocity in Fig. 4. The first dominant frequency de
creases slowly with increase of liquid gap velocity. However, 
just prior to the onset of instability, it shows a rapid decrease 
with further increase of liquid gap velocity. 

3 Results 

3.1 Single Phase Flow Instability During Tube Vibration 
in the Drag Direction. The responses of the test tube during 
tube vibration in the drag direction were measured. Figure 2 
shows for single phase flow of water the RMS amplitudes of 
the empty test tubes supported with 0.56 mm and 0.71 mm 
thickness cantilever beams and of an aluminum rod inserted 
test tube installed with 0.71 mm thickness cantilever beams. 
The tubes were placed in an array of pitch to diameter ratio of 
1.4. Figure 2 also shows the RMS amplitude of test tube which 
was installed with 0.71 mm thickness cantilever beams in an 
array of pitch to diameter ratio of 1.3. For all of the tubes, the 
RMS amplitude increases with liquid gap velocity. For the 
empty tube supported with 0.56 mm thickness cantilever beams 
in an array of pitch to diameter ratio of 1.4, the RMS amplitude 
begins to increase rapidly at a liquid gap velocity of 1.3 m/s. 
This is the onset of instability for single phase flow. A similar 
behavior at onset of instability was observed for the other cases. 
For the array with pitch to diameter ratio of 1.4, the critical gap 
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Fig. 4 The first dominant frequency change with liquid gap velocity in 
single phase flow 
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3.2 Two-Phase Flow Instability During Tube Vibration 
in the Drag Direction. The vibration response of the test 
tube in air-water two-phase mixture was measured at superficial 
liquid gap velocities lower than the critical liquid gap velocity 
for the instability under single phase flow conditions. Figure 5 
is a typical graph of RMS amplitude as a function of the void 
fraction under two-phase flow conditions. The data plotted in 
Fig. 5 were obtained when an empty test tube was installed 
with 0.89 mm thick cantilever beams in an array with pitch to 
diameter ratio of 1.4. The superficial liquid gap velocity was 
fixed at 2.8 m/s and tube response was measured as the superfi
cial gas gap velocity or void fraction was increased. The RMS 
amplitude is seen to increase slowly with the increase of the 
superficial gas gap velocity or void fraction. However, at a void 
fraction of 0.18, RMS amplitude increases rapidly with further 
increase of void fraction. This is the condition for the onset of 
instability under two-phase flow conditions. In comparison to 
the single phase case (Fig. 2), the threshold point for the onset 
of instability is not pronounced in two-phase flow. With de
crease in superficial liquid gap velocity, the instability occurred 
at higher void fractions. However, the threshold point for the 
onset of instability became even less pronounced for smaller 
superficial liquid gap velocities. When the liquid gap velocities 
were smaller than 1.9 m/s, it was hard to determine the threshold 
point for the onset of instability. A rapid decrease of the first 
dominant frequency just prior to the onset of instability as ob
served in single phase flow was also observed in two-phase 
flow. Onset of instability in two-phase flow is a function of 
superficial liquid gap velocity and void fraction. As the void 
fraction increases, instability occurs at lower superficial liquid 
gap velocities. 

The tube responses when cantilever beams were installed 
vertically to allow the tube to vibrate only in the lift direction 
were also measured. The sudden increase of RMS amplitude or 
the sudden decrease of the first dominant frequency as noted in 
the drag direction was not observed. 

3.3 Damping Ratio and Drag Coefficient. For two-
phase mixture flow, the damping ratios were obtained from the 
response spectrum data and from Eq. (2). The drag coefficient 
in Eq. (2) was calculated from the drag force data which was 
deduced from the mean value of strain gage signal. The damping 
ratios obtained in a flowing two-phase mixture were much larger 
than those obtained in a nearly stagnant two-phase mixture. 

The damping ratios for the void fractions close to the critical 
void fraction for the onset of instability could not be measured 
because the response spectra were not clear as seen in Fig. 
3(b). However, it was observed that the damping ratio at the 
onset of instability is not zero. It should be stressed that this 
observation is restricted to the single degree of freedom that 

was available to the tube in the present experiments. Damping 
ratio of zero has been used in several previous studies as a 
criterion for the onset of fluidelastic instability. 

An empirical correlation which best fits all of the measured 
damping ratios in stable flow conditions has been obtained as 

Vluid — Sstill 
140 \f,.D 

1 
when 

f,.D 
< 13 and a < 0.3 (3) 

where ŝtiiiwaioi are the damping ratios in still water. Ninety per-
cents of measured data were found to be within ±18 percent 
of the values calculated from this correlation. The damping 
ratio predicted from this empirical correlation is similar to that 
obtained by using Eq. (2). 

The pressure distributions around the perimeter of a tube 
located at the normal position in the array and at positions 3 
mm and 4 mm higher than the normal position were measured. 
The pressure distributions on the upstream portion of the tube 
were found to be almost the same for all displaced positions. 
However, pressure on the downstream portion of tubes dis
placed 3 mm and 4 mm in the vertical direction was smaller 
than that on tube placed at the normal position. As the test tube 
moves up, the gap between test tube and upper tubes becomes 
smaller and flow velocity over the downstream portion of the 
tube increases. As the velocity increases, the pressure becomes 
smaller. 

The decrease of pressure in the downstream portion manifests 
in the form of an increase in the drag force on tubes displaced 
in the vertical or along the flow direction. In Fig. 6, the drag 
coefficients on a tube in an array are plotted as a function of 
tube displacement. The drag coefficient increases as the tube 
displacement increases. Moreover, the rate of increase of drag 
coefficient with tube displacement ( A C B / A J C ) is seen to in
crease rapidly when the displacement exceeds 3 mm. This trend 
is very distinct in single phase flow, but weakens a little as the 
void fraction increases. 

The gradient of drag coefficient with tube displacement 
{dColdx) is needed for the analysis of the fluidelastic instability 
mechanism (Section 4.2). In order to obtain dColdx, the drag 
coefficient was assumed to have the following form, 

tube displacement o 
oo 
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• : 0= 0.3 
A ; a= 0.2 ^pD _ 
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Coix) = CniOmm) + C,x^^ (4) 

where Ci and C2 are empirical constants. These constants were 
determined by substituting the drag coefficients for the tube 
displaced 3 mm and 4 mm from its normal position. The uncer
tainty in the drag coefficient itself is calculated to be less than 
± 1 0 percent. However, when the gradient of drag coefficient 
is calculated, the uncertainty is increased. For single phase flow, 
the uncertainty of the gradient of drag coefficient is calculated 
to be about ± 4 5 percent. 

4 Discussion 

4.1 Single and Two-Phase Flow Instability. In the past 
the flow conditions at onset of instabiUty have been written in 
terms of two dimensionless groups: Vrl{f„D) and l-K^ml 
(pD^). Vr is the reference gap flow velocity, which is defined 

Vr = 
D 

V, (5) 

where Vi is a freestream liquid velocity and P is the tube pitch. 
The mass per unit length, m, includes tube mass and added 
mass. Added mass was calculated from the correlations sug
gested by Pettigrew et al. (1988b) . Single phase instability data 
for drag direction vibrations of present study were generally 
found to lie near the upper band of the data reported in the 
literature. The possible reason for this will be discussed in Sec
tion 4.4. 

For correlation of two-phase flow data, the two-phase flow 
density, p2^, is defined as 

P2^ = PgU + p,(l - a) (6) 

where pg and pi are the densities of air and water. For air-water 
mixture, two-phase mean gap velocity, V24,,r, is defined as 

V: 2*,r 
Q, + Qi 

D 
(7) 

where A is the cross-sectional area. In Fig. 7, the flow conditions 
at onset of instability are plotted for two-phase flow. The plotted 
data are correlated with Connors ' equation when empirical con
stant K is chosen to have values between 5 .4-8 .2 . This suggests 
that Connors ' criterion combines in an approximate sense all 
of the parameters that influence the instability. 

4.2 Mechanism of Fluidelastic Instability. The tube-
cantilever beam system of present study can be simplified as a 
mass-damper-spring system. The equation of motion can be 
written as 

mx + c,x + k,x = Z F 

= Fo + F „ (8) 

where m is the total mass including added mass, Cj. and k, 
axe the structural damping coefficient and the structural spring 
constant, x, x and x are tube displacement, tube velocity and 
tube acceleration, respectively. F is the fluid force acting on the 
tube, which has the component of the drag force (Fo) and the 
forces caused by turbulence and vortex shedding (F,„ri,)- The 
fluid force caused by vortex shedding is expected to be small 
in two-phase flow. Drag force can be written as 

Fo ip,Vi,C„D 

where Vrei is relative flow velocity, and 

V,a = Vr- X 

and 

r - r 4 - ^ v 
ax 

(9) 

(10) 

(11) 

where CD„ is the drag coefficient when the tube is at its normal 
position in the absence of flow. Since x is measured from zero, 
dx has been replaced by x in Eq. (11). The term dCu/dx exists 
only for a tube in an array and it does not exist for a single 
tube. Also it should be noted that dColdx represents the total 
change in Co and includes the contributions of all the indepen
dent parameters. After substituting for Co and Vn,:. Eq. (9) 
becomes 

F o - \ pV'Co„D pVCo,Dx + - pCo,Dx 

1 ^ro^dCo ,,^dCo 1 „ dCo •, 
+ - pV^D — - x - pVD — - XX + - pD — - xx^ 

2 dx dx 2 dx 
(12) 

The first term on right-hand side is the static drag force and the 
second and third terms are damping due to fluid flow. The 
fourth, the fifth, and the sixth terms are fluid-stiffness force 
which exists only in a tube array. Among the terms of fluid-
stiffness force, the fifth and sixth terms on the right-hand side 
are negligibly small in comparison to the fourth term and can 
be deleted. As such, Eq. (8) can be written as 

mx + I c, + pVCofi - - pCo„Dx\x 

dCo 

dx 
+ [K-^ pV^D ^ ] x = F„„b + i- pV^Co„D ( 13 ) 

The above equation can be written as 

mx + c,x + keX = fturb + \ PV^CD„D ( 14 ) 

dynamic force 

In Eq. (14) the total damping coefficient (c,) is defined as 

c, = c, + pVCo„D - ipCo^Dx (15) 

The structural damping coefficient, c„ is negligibly small in 
comparison to the other terms. The second term, pVCo^D, is 
identical with Eq. (2) , which showed good agreement with 
experimental results when the tube vibrated in a stable mode. 
As the flow rate increases, pVCo^D increases continuously 
while ipCo^Dx changes in magnitude with change in sign during 
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Fig. 8 The first dominant frequencies in singie phase flow obtained from 
the measurements and from the calculations 

a cycle. However, the ratio of ^pCp^Dx to pVC^^D (i.e., i /2V) 
is much less than unity even at the onset of instability. For 
2.2 cm diameter empty tube mounted on 0.56 mm thickness 
cantilever beams subjected to single phase flow, maximum 
value of x72V is found to be 0.01. Thus in the present experi
ments the total damping ratio at the onset of instability cannot 
be zero, which has been used in the past as a criterion for the 
fluidelastic instability by many investigators. 

The effective spring constant {K) in Eq. (14) is defined as 

1 T dCn 

2 dx 
(16) 

The fluid-stiffness force (yv^D(dCD/dx)x) increases as the 
flow velocity increases. This causes the effective spring constant 
to decrease. The effective spring constant was calculated by 
using the data plotted in Fig. 6. In Fig. 8, the first dominant 
frequencies for single phase flow predicted from the calculated 
effective spring constant and those obtained from the response 
of the strain gages are plotted. Closed symbols represent the 
first dominant frequencies obtained from strain gage signals 
whereas the open symbols represent the frequencies calculated 
by using the spring constant given by Eq. (16). For the three 
cases involving different stiffnesses and masses, the calculated 
values show a trend very similar to that shown by the data i.e., 
a rapid decrease of first dominant frequency on approach to 
onset of fluidelastic instability. The calculated values of the 
dominant frequency for the tube in which aluminum rod was 
inserted are found to be somewhat lower than the measured 
values. However, considering the high uncertainty (±50 per
cent) in k^ which mainly resuhs from uncertainty in the evalua
tion of dCo/dx, the overall agreement is reasonable. 

For the two-phase flow case, the effective spring constant 
predicted from Eq. (16) and deduced from the measured domi
nant frequency were also found to be in good agreement. The 
effective spring constant decreased as the void fraction in
creased. In comparison to the case of single phase flow, the 
decrease of the effective spring constant prior to the onset of 
instability was more gradual. 

The amplitude of vibrations is inversely proportional to the 
spring constant. Therefore, rapid decrease in spring constant 
implies a corresponding rapid increase in the displacement of 
the tube prior to onset of fluidelastic instability. Increased dis
placement further reduces the effective spring constant. Thus a 
feedback exists between displacement and the spring constant. 

In several experimental studies reported in the literature, 
damping was observed to decrease on approach to the instabil
ity. With increase in flow velocity, the magnitude of fluid-
stiffness force also increases. The instability can occur when. 

with the increase in flow velocity, either fluid-stiffness increases 
more rapidly or damping decreases more rapidly. In the present 
work fluid-stiffness force was found to increase more rapidly. 

4.3 Mean Displacement of the Tubes at Onset of Insta
bility. It is noted from Fig. 9 that the mean displacement at 
onset of instability is generally higher for thicker cantilever 
beams. The mean displacement is independent of tube mass but 
is smaller for a tube with reduced pitch to diameter ratio. These 
observations can be explained with the displacement mechanism 
described earlier. The spring constant of a thick cantilever beam 
is larger than that of a thin cantilever beam. In order to decrease 
the effective spring constant to a given value, a larger flow rate 
(V) and a larger dCp/dx are needed for a thicker cantilever 
beam. A larger dC^/dx is obtained when the displacement of 
the tube from its mean position is large. 

For the aluminum rod inserted tube (tube with larger mass), 
the center of the tube mass in still water is lower than that of 
the empty tube. In order to displace this tube the same distance 
as an empty tube, a large drag force is needed. Therefore, as 
seen in Fig. 2, the critical gap velocity for the aluminum inserted 
tube is larger than that for the empty tube when both tubes are 
supported with cantilever beams of the same thickness. How
ever, at the onset of instability the displacement of the heavier 
tube from the normal position (of an empty tube) in the array 
will be the same as that of the empty tube. This is confirmed 
by the fact that in Fig. 9 the observed displacement of the 
heavier tube at the onset of instability is about the same as that 
of the empty tube. Since pitch to diameter ratio of an array 
determines the gap between two neighboring tubes, the onset 
of instability can be identified to occur when the gap between 
neighboring tubes reaches a critical value. Larger the pitch to 
diameter ratio of an array, larger will be the required displace
ment to attain a critical value for the gap. This in turn will mean 
that fluidelastic instability will occur at higher flow velocities 
or void fractions. On the other hand, for instability to occur in 
a closely packed array, smaller displacement or lower velocities 
will be required. This is what is seen in Fig. 9. 

In two-phase flow the critical superficial liquid velocity in 
the gap is smaller than that for single phase flow. The key 
reason for this is that drag coefficient generally increases with 
void fraction. Is should also be noted that for displacement of 
3 to 4 mm from the mean position, dC^/dx for two-phase flow 
is smaller than that for single phase flow. In order to decrease 
the effective spring constant the same amount as with single 
phase flow, a larger dColdx is needed in two-phase flow. As 
noted earlier dC^ldx increases with displacement of the tube 
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Fig. 9 Mean displacements at onset of Instability for different tube-
cantilever beam systems 

Journal of Fluids Engineering DECEMBER 1995, Vol. 1 1 7 / 7 1 1 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



from mean position. Also, under two-phase flow conditions 
dColdx increases slowly in comparison to single phase flow. 
As a result the threshold point for instability in two-phase flow 
is less pronounced than that in single phase flow. 

No fluidelastic instability was observed when the tube was 
allowed to vibrate in the lift direction. When the tube vibrates 
in the lift direction, the mean displacement is always zero. The 
amplitude of vibrations in the lift direction was found to be 
much smaller than that observed in the drag direction. It should 
be noted that the observations made in this work are specific 
to the experimental configuration used in the study and for the 
range of parameters that were investigated. 

4.4 Fluidelastic Instability of a Tube With Movement in 
Two Directions and of an All Flexible Tube Bundle. It was 
seen in Section 4.1 that the critical flow velocities measured in 
the present study were generally higher than those obtained in 
the studies in which tubes were allowed to vibrate in both the 
lift and drag directions. When the test tube can move in two 
directions the fluidelastic instability occurs at a lower flow rate 
than when the tube is allowed to vibrate in one direction. For 
a triangular array this can be explained by noting that for a 
given flow rate the resultant displacement when the tube vibrates 
in both directions is higher than that when the tube is free to 
vibrate only in one direction. Thus to attain a critical gap thick
ness between tubes in the adjacent rows, a smaller flow velocity 
is needed when the tube can vibrate in both the lift and drag 
directions. 

In a heat exchanger, all tubes are flexible and free to vibrate 
in two directions. When a flexible tube bundle is subjected to 
crossflow, the vibration center of each tube (the mean displace
ment of a tube in the present study) will move the same amount 
in the downstream direction. As the flow rate increases, the 
vibration centers will move further, but the distance between 
the vibration centers of each tube will be the same. It has been 
reported that the tubes generally vibrate in oval orbits somewhat 
synchronized with neighboring tubes (Blevins, 1990). As the 
flow rate increases, the amplitude (or the diameter of an oval) 
will increase, and the minimum distance between two neigh
boring tubes in one cycle will become smaller. When the two 
neighboring tubes approach closer than the critical gap for the 
fluidelastic instability, the tubes will become unstable. 

5 Conclusions 

From the experiments conducted in this work with a single 
flexible tube placed in an array of rigid tubes, the following 
conclusions have been arrived at: 

1. The drag coefficient on a tube in an array increases as the 
tube is displaced in the direction of flow. The drag coefficient 
increases rapidly when the tube is displaced more than a certain 
distance (about 3 mm in the present study). This trend is very 
distinct in single phase flow, but the effect weakens a little as 
the void fraction increases. 

2. The total damping ratio increases with the increase of 
liquid gap velocity in single phase flow and with the increase of 
void fraction in two-phase flow. However, the effective spring 
constant decreases rapidly with the increase of liquid gap veloc

ity or void fraction just prior to the onset of instability. It is 
mainly due to the rapid increase of drag force in the displaced 
position prior to the onset of instability. 

3. The fluidelastic instability occurs when the mean dis
placement of a tube exceeds a certain value and the gap between 
tubes reaches a critical value. The mean displacements at the 
onset of instability coincide with the distance beyond which the 
rapid increase of drag coefficient occurs. 

4. The fluidelastic instability is caused by rapid decrease 
of the effective spring constant because the amplitude of tube 
vibration is inversely proportional to the effective spring con
stant. 
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Simulation of Paint Transfer in 
an Air Spray Process 
A methodology for simulating drop transport and deposition in air-spray, paint-
application processes is presented. Simulation of the complex physical phenomena 
involved is made possible through a number of key assumptions based on measure
ments of typical air paint sprays. The significant advance is the inclusion of the direct 
effects of turbulent air velocity fluctuations on the trajectories of paint drops via a 
stochastic separated flow approach. The model accurately predicts the mean air 
velocity fleld, paint transfer efficiency, and drop transfer efficiency. Owing to 
increased inertia, the mechanisms controlling drop transport shift with increasing 
drop size. 

Introduction 
The desires to minimize hydrocarbon solvent emissions, im

prove appearance, and reduce coating costs are stimulating con
siderable interest in understanding and improving air spray 
painting. While significant advances in paint formulation, such 
as high solids and water borne systems (Bentley, 1987), and 
applicator technologies, such as high volume low pressure 
(Bunnell, 1988) and super-critical carbon dioxide (Schrantz, 
1989), have been made, it is becoming increasingly clear that 
significant advances will require a better understanding of the 
basic components of spray coating. These include atomization 
of the bulk liquid into drops, transport of these drops from the 
applicator to the workpiece (or inadvertently to the surround
ings), film build on the workpiece surface, and curing/drying 
of the paint film. These components and their interactions are 
complex. In most cases, even a qualitative understanding of 
how changes in paint formulation, applicator type, operating 
conditions, or workpiece geometry will affect performance is 
beyond the current state-of-the art. There is clearly a need for 
verified models that encompass the physical processes govern
ing spray painting. Recent advances in particle diagnostics (Le-
febvre, 1989) and computational methods for dilute two-phase 
flows (Faeth, 1987) are particularly relevant to paint sprays and 
can provide significant insight into the painting process (Snyder 
et al., 1989; Kwok, 1991; Corbeels et al., 1992). 

This article presents a methodology for simulating drop trans
port and deposition within air spray painting processes. The 
approach is quite general and applicable to other conventional 
paint spray systems, including airless and rotary, and can be 
extended to electrostatic systems (McCarthy, 1995). The flow 
features of conventional air paint sprays are first described. This 
is followed by descriptions of the simulation methodology and 
of the statistical quantities used to describe paint transfer. Simu
lation results are then compared to the measurements of Kwok 
(1991) in order to verify the methodology and are examined 
in order to obtain greater insights into the mechanisms that 
control paint transport. 

Flow Features of Air Paint Sprays 
Air paint sprayers have been used for many years since they 

are fast, simple to operate, and capable of providing a fine 
finish. The structure of an air paint spray near the nozzle is 
determined by the liquid flow rate, air flow rates, and nozzle 
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geometry. An example of a spray nozzle is illustrated in Fig. 
1. The primary features are the central liquid orifice, the annular 
atomizing air orifice, the secondary atomizing air orifices, the 
cleaning air orifices, and the opposing shaping air orifices. Paint, 
emanating from the center orifice at low velocity (approxi
mately 5 m/ s), is atomized by the annular flow of high velocity 
atomizing air. Consistent with the general behavior of all twin-
fluid atomizers, drop size decreases with increasing atomizing 
air flow (Lefebvre, 1989). Depending on the air supply pressure 
(which can vary from less than 20 kPa [3 psid] to greater 
than 345 kPa [50 psid]), the atomizing air flow may be either 
subsonic or transonic. 

A number of small air orifices surround the atomizing air 
port, as illustrated in Fig. 1. The air jets emanating from these 
cleaning orifices reduce recirculation near the nozzle face and 
prevent paint buildup on the nozzle. 

Shaping air flowing from the opposing orifices in the horns 
of the air cap dramatically affects the structure of the spray 
(Hicks, 1995) and is also thought to affect paint atomization. 
The shaping air jets impinge upon the central flow of paint and 
atomizing air at a short distance from the nozzle face. The 
visible effect of a typical flow rate of shaping air is to pinch 
the spray in one direction (the minor axis) and to spread it out 
in the other direction (the major axis), creating an oval cross 
section that expands downstream, see Fig. 2. Oval cross section 
aspect ratios are generally large, in excess of four. As well as 
changing the shape of the spray, the addition of typical shaping 
air flow rates decreases the transverse gradients in drop size 
and decreases the axial velocity of both the air and paint phases 
(Goris, 1990; Chan, 1991; Colwell et al , 1993). The impinging 
jets of shaping air contribute little axial momentum; yet one 
would expect the high shear rates at impingement to dramati
cally increase turbulent transport. Turbulent transport is thought 
to 1) reduce transverse gradients in drop size by increasing 
turbulent dispersion of the drops and 2) decrease axial air veloc
ities by increasing entrainment of low-velocity ambient air into 
the spray (Colwell et al., 1993). As the drop-laden air flow 
approaches the workpiece, it turns and flows around the work-
piece. A shear layer develops above the workpiece producing 
the velocity profile illustrated in Fig. 2. Drops either penetrate 
this shear layer or are swept along the workpiece and considered 
overspray. 

In order to provide insight into the spray flow structure and 
to simplify the modeling effort, the flow between the air spray 
gun and the workpiece is divided into two regions: the near 
nozzle and flow development region and the workpiece-interac-
tion region, see Fig. 2. 

The Near Nozzle and Flow Development Region. The 
extent of the near nozzle and flow development region (NNFD) 
region is determined by the nozzle geometry and spray gun 
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Fig. 1 Schematic of air-spray nozzle 

Operating conditions. Within this region, the bulk flow of paint 
is atomized into an ensemble of spherical drops that is described 
by the atomized drop-size distribution. In addition, the imping
ing jets of paint, atomizing air, and shaping air form a dense 
flow. This high-speed dense flow then entrains air from the 
ambient producing a dilute two-phase flow before passing into 
the workpiece interaction region. 

The Workpiece Interaction Region. Within the workpiece 
interaction (WI) region, the presence of the workpiece begins 
to affect the dilute flow of paint drops in air and an ensemble 
of drops deposit on the workpiece. The size distribution of these 
drops is termed the deposited drop-size distribution. In addition 
to the nozzle geometry and spray gun operating conditions that 
determine the extent of the near nozzle and flow development 
(NNFD) region, the WI region is influenced by the shape and 
position of the workpiece. The approaching air flow from the 
NNFD region, both inside and outside the boundaries of the 
spray, turns and flows along the workpiece. As discussed later, 
most of the big drops are able to penetrate the air flow along 
the workpiece and deposit due to their high axial momentum 
that is acquired in the NNFD region. In contrast, most of the 
small drops are unable to penetrate the air flow due to their low 
axial momentum. The few small drops that deposit, as discussed 
later, do so as a result of turbulent transport. 

The flow in the WI region is considered dilute: the drop 
density is so small, and the mean free path between drop colli
sions so large, that the rate of drop collisions is too small to 
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Fig. 2 Key features of the impinging paint spray and corresponding 
computational domain 

significantly affect the drop-size distribution. In addition, the 
momentum coupling between the air and paint phases is one 
way. With one-way momentum coupling, the velocities of indi
vidual drops are significantly affected by their aerodynamic 
drag, yet the cumulative effect of their drag on the air flow is 
negligible. 

Phase Doppler particle analyzer measurements in typical air 
paint sprays have revealed paint volume concentrations (volume 
of paint drops per volume of space) of less than 10"'* at dis
tances greater than 10 cm downstream of the nozzle (Colwell 
et al., 1993). These small values indicate that the flow is dilute. 
In addition, it has been observed that the presence of the work-
piece at a typical painting distance of 25 cm begins to influence 
the air flow at approximately 6 cm above the workpiece. These 
data suggest that the boundary between the NNFD and WI 
region for a typical air spray lies between approximately 10 
and 20 cm downstream of the spray gun for a painting distance 
of 25 cm. 

Nomenclature 

D = drop diameter, yum 
Dmin = minimum drop diameter, fim 
Dmax = maximum drop diameter, fim 

k = turbulent kinetic energy, m^/s^ 
nx.D = specific drop flux, a function of 

inlet position x and drop diameter 
D, drops/cm-s 

«̂ ,D = joint specific drop flux probability 
density function, a function of in
let position X and drop diameter 
D, cm"' //m"' 

«D = specific drop flux probability den
sity function of diameter, a func
tion of drop diameter D, /^m"' 

n^ = specific drop flux probability den
sity function of inlet position, a 
function of inlet position x, cm"' 

Px.D = drop transfer probability—proba
bility that a drop of diameter D 
that crosses the inlet boundary at 
position X will deposit on the 
workpiece, a function of inlet po
sition X and drop diameter D 

P., = scaled spatial transfer probability 
density function of deposition po
sition i , a function of distance 
across the workpiece (s) cm"' 

qn = drop volume probability density 
function of diameter D, a function 
of diameter D, ^am"' 

s = position along the workpiece mea
sured from centerline of the spray, 
cm 

So = width of the workpiece, cm 

To = drop transfer efficiency—effi
ciency at which drops of diameter 
D that cross the inlet boundary de
posit, a function of drop diameter 
D 

TE = transfer efficiency 
u = transverse velocity, m/s 
w = axial velocity, m/s 
X = position along the inlet boundary 

measured from centerline of the 
spray, cm 

Xo = width of spray at the inlet bound
ary, cm 

z = distance downstream of the appli
cator, cm 

Zo = vertical size of the domain, cm 
e = turbulent dissipation rate, m^/s' 
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Simulation Description 
The present drop transport simulation considers the individual 

trajectories of a large number of paint drops through the work-
piece interaction (Wl) region where the aerodynamic interac
tion with the workpiece is significant. Owing to the dilute nature 
of the drop flow in the WI region, the air flow is assumed steady 
and determined from solution of the continuity, time-averaged 
Navier Stokes, kinetic energy, and dissipation rate conservation 
equations. An ensemble of individual drop trajectories is then 
determined from repeated solution of Newton's second law, 
considering only the inertia and aerodynamic drag terms to be 
significant. The gravitational force is neglected because of its 
small contribution, approximately 0.8% of the aerodynamic 
drag force. The estimate of the drag force is based on a 30 
fj,m diameter drop traveling at relative speed of 5 m/s. The 
computations are achieved using KIVA-II (Amsden et al., 
1989) a computer code originally developed at Los Alamos 
National Laboratories for the simulation of an internal combus
tion engine. The code has been modified to allow for spatially 
variable inlet boundary conditions. 

A stochastic separated flow (Shuen et al., 1984) approach 
which accounts for direct interaction between the paint drops 
and the turbulent air flow is incorporated into KIVA-IL At 
any instance, each drop is assumed to interact with a constant-
velocity eddy. The paint drop/eddy interaction continues for 
either the lifetime of the eddy or the transit time of the drop 
through the eddy, which ever is shorter. The instantaneous air 
velocity is determined by randomly selecting a fluctuating eddy 
velocity from a Gaussian distribution that depends on k and 
adding it to the local average air velocity. The eddy size and 
lifetime are determined from relations that depend on both k 
and e. Owing to the random selection of eddy velocities, each 
drop exhibits a unique trajectory and a statistical description of 
the spray is required, Greater detail is given in Amsden et al. 
(1989). Recently, some questions have arisen concerning the 
application of the stochastic separated flow model to small drops 
(Maclnnes and Bracco, 1992). However, it was determined in 
a personal communication (Maclnnes, 1992) that the model is 
applicable to the two-phase flow typical of paint sprays. 

Application of the model requires specification of the compu
tational domain and appropriate boundary conditions. Of critical 
importance are the conditions at the inlet boundary which sepa
rates the near nozzle and flow development (NNFD) region 
from the WI region. These inlet boundary conditions describe 
the flows of air and paint drops entering the domain and implic
itly account for the atomization and flow phenomena that occur 
in the NNFD region. Consequently, the inlet boundary condi
tions will vary with gun operating conditions (flow rates and 
fluid properties) and nozzle geometry. 

The two phase flow along the minor axis of the spray is 
modeled in two dimensions because the minor axis is an axis 
of symmetry. Results of the drop transport simulation along the 
minor axis are assumed to be representative of all planes parallel 
to the minor axis across the spray. Recent results (Hicks, 1995) 
have indicated this is reasonable and the validity of this assump
tion is a result of the high aspect ratio of the spray cross sections 
in the WI region (approximately four). 

The simulation is applied to the air spray experiments of 
Kwok (1991) in which a conventional air spray gun was oper
ated at 25.4 cm above a 30 cm by 61 cm flat workpiece, see 
Fig. 2. A differential air pressure of 263 kPa (38 psid) and 
a paint flow rate of 5.57 g/s were used. The corresponding 
computational domain is also shown in Fig. 2. The domain 
extends from 14 cm downstream of the applicator to the work-
piece surface located at a painting distance of 25.4 cm. The 
domain extends 15,2 cm along the minor axis of the spray to 
the edge of the workpiece. Placement of the inlet boundary at 
14.0 cm corresponds to an axial station for which measured 
boundary conditions are available and is consistent with the 

axial velocity, 
w (m/s) 
mean turbulent 
velocity, k̂ '2 (m/s) 
transverse 
velocity, u (m/s) 
dissapation rate, 
e(m /̂s )̂ 

4 10^ 

3 10 I 

m 

i i o 4 

0 10° 
0 4 8 12 16 

transverse position, x (cm) 

Fig. 3 Inlet air flow boundary conditions 

previous discussion that indicates the boundary between the 
NNFD and WI regions should be between 10 and 20 cm from 
the nozzle. 

The two-phase flow is solved by dividing the computational 
domain to 1485 nonuniformly spaced cells, 33 in the axial direc
tion and 45 in the transverse direction. Cells are concentrated 
in regions of high velocity gradients. Quadrupling the number 
of cells results in an insignificant change in the velocity flow 
field of less than 1 percent. The allowed relative error in the 
implicit mass, momentum and turbulence model equations is 
set at 10"^. The allowed relative error in the implicit pressure 
iteration is chosen as 10^'. Decreasing these criterion causes 
less than a 1 percent change in the gas phase flow solution. 

The steady flow solution is obtained by solving the unsteady 
flow until little change is observed in the gas phase solution. 
The time step used to perform these calculations is 3 X 10"^ 
s; i.e., a maximum Courant number of 0.2 (based on the largest 
velocity and the smallest cell size). This time step is also used 
to solve for the liquid phase flow and corresponds to 14 response 
times of the 10 fj.m diameter drops. Smaller time steps increase 
computational time significantly and provide an inconsequential 
change (<0.1 percent) in predicted transfer efficiency. 

Air Flow Boundary Conditions. The inlet boundary con
ditions describing the air flow from the near nozzle and flow 
development to workpiece interaction (WI) region are summa
rized in Fig. 3. These are based on the axial and transverse 
mean velocity measurements reported by Kwok (1991) which 
were made without paint flow using hot wire and Pilot tube 
methods. The air flow in the WI region without paint drops is 
assumed to be a good approximation to the air flow with paint 
flow since the WI region flow is generally dilute for air sprays 
(Goris, 1990; Chan, 1991; Colwell et al , 1993). 

Unfortunately, measurements of the turbulence model vari
ables, kinetic energy (k) and dissipation rate (e), were not 
reported. Owing to the similarity of the air flow in the WI region 
to that of a plane jet, these variables along the inlet boundary 
are estimated by analogy to plane jet flow. The similarity be
tween the air spray and plane jet flows is illustrated in Fig. 4. 
As shown, the axial velocity profiles of the air spray at five 
distances downstream of the nozzle, z (3.2, 7.5, 10.2, 14.0, and 
17.2 cm), are in good agreement to plane jet measurements 
(Bradbury, 1965). The axial velocities have been normalized 
by the centerline values and the transverse position by the half 
width, the position at which the axial velocity is equal to half 
of the centerline value. The k profile is obtained from plane 
jet measurements (Bradbury, 1965) as recommended by Rodi 
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(Bradbury, 1965) 
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z = 10.2 cm 
z = 14.0 cm 
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Table 1 Paint flow inlet boundary conditions 

0 1 2 3 4 5 
normalized transverse distance 

Fig. 4 Similarity of piane jet and air spray transverse profiles of axial 
velocity at five distances (3.2, 7.5,10.2,14.0, and 17.2 cm) downstream 
of the nozzle 

(1975) using the half width of the measured transverse axial 
velocity profile as the appropriate length scale. Using the same 
half width, the e profile is obtained from plane jet computations 
(Rodi and Spalding, 1970). 

The remaining air flow boundary conditions are much sim
pler. Symmetry is applied along the left boundary, outflow (con
stant pressure, Amsden et al., 1989) along the right boundary 
and a law-of-the-wall along the workpiece. 

Paint Flow Boundary Conditions. The paint flow condi
tions along the boundary between the near nozzle and flow 
development region and workpiece interaction (WI) region 
serve as initial conditions for the drop trajectory calculations. 
Direct measurements of the paint flow boundary conditions 
were unavailable; consequently, they were estimated from the 
measured size distribution of paint drops produced by the gun 
and a number of simplifying assumptions which are discussed 
below. 

The drop-size distribution of the spray crossing the inlet 
boundary is assumed to be equal to the overall distribution 
measured by Kwok (1991). The size distribution measured by 
Kwok, expressed as a probability density function of diameter 
on a volume basis, qo> is shown in Fig. 5. Descriptions of the 
experimental procedures used to make these measurements are 
given by Kwok (1991) and Hicks et al, (1993). As shown, the 
spray spans nearly two orders of magnitude in drop diameter 

0 30 60 90 120 
drop diamter, D (|xm) 

Fig. 5 IMeasured air spray drop-size distribution 

Inlet location 
(cm) 

Axial drop 
velocity (m/s) 

Transverse drop 
velocity (m/s) 

0.17 14.2 
0.96 10.4 
1.46 7.25 
2.00 4.73 
2.55 2.84 

Drop diameter (^m) 

0.17 
0.72 
0.76 
0.66 
0.52 

Number of drops 

2, 10 
20, 30, 40, 50, 60, 70, 90, 120 

6.5 X 10' 
10' 

from less than 2 fxm to approximately 100 /xm with a volume 
median diameter of 38 //m. The drop-size distribution is as
sumed to be independent of position along the inlet of the 
domain, based on recent measurements in comparable air sprays 
(Colwell et al., 1993). They report little variation in drop-size 
distribution across cross sections of air sprays and attribute this 
spatial uniformity in air paint sprays to high levels of turbulent 
mixing. 

The number flux profile, or liquid volume flux profile since 
drop-size distribution is considered independent of position, is 
assumed proportional to the mean axial air velocity. This as
sumption is consistent with recent observations (Hicks, 1995). 
Consequently, the probability density function of position for 
drops crossing the inlet boundary, n^, is proportional to the 
axial velocity profile. This results in a paint flux profile that is 
qualitatively consistent with general observations; the paint flux 
peaks at the centerline and tapers off rapidly along the minor 
axis. Consistent with these assumptions, drops are assigned an 
initial axial velocity that is equal to the mean axial air velocity. 
This implies no size-velocity correlation. In order to maintain 
the proper spray angle, drop transverse velocity is chosen as 
follows: drops at the center are injected with no transverse 
velocity and drops at the outside of the spray are injected with 
a transverse velocity such that their trajectory matches the spray 
angle. Transverse velocities for drops injected between these 
two extremes are interpolated linearly. 

Simulation of paint transport within the WI region is achieved 
using five discrete positions that span the spray along the inlet 
boundary and ten discrete drop diameters that span the measured 
drop size. These are given in Table 1 along with the initial axial 
and transverse drop velocities for each inlet position. Note that 
the initial transverse drop velocities are not equal to the trans
verse air velocities. 

At each inlet position, a large number of individual trajecto
ries for each drop diameter are used to resolve the effects of 
the turbulent air flow on drop transport. These are also reported 
in Table 1. In order to resolve the stochastic nature of the drop 
trajectories (for a given drop size and inlet location) the number 
of drops entering the domain was increased until convergence 
in the fraction of drops that deposit is achieved. Convergence 
is achieved when additional drops produce less than a 1 percent 
change in the fraction of trajectories that intersect the work-
piece. Since an inordinate number of stochastic trajectories are 
required to resolve the motion of the smaller drops, the conver
gence criterion used for the 2 jim in diameter drops is 5 percent. 
Relaxing the convergence criterion of the small drops (because 
of their small contribution to the volume of the spray) has little 
effect on the predicted transfer efficiency. 

The remaining paint flow boundary conditions are as follows. 
A drop leaving the inlet or right (outflow) boundaries is as
sumed to never re-enter. While they may re-enter, the likelihood 
of such a drop depositing on the workpiece surface is small. 
Drops that impact the surface are assumed to stick and their 
deposition locations recorded. Paints are viscous fluids and de
signed to allow limited flow in order to prevent sagging. This 
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restricts bounce back and splashing. In addition, McCarthy 
(1991) observed that the rebounding liquid volume flux of even 
a low viscosity fluid such as water is less than 1 percent at 500 
/zm above the surface, provided sufficient shaping air is used 
to obtain a realistic pattern. This suggests that drop bounce or 
splash is negligible or that it occurs in very small volumes near 
the surface. In either case, the point of initial impact should be 
a good estimate of deposition location to a resolution that is 
small compared to the width of the workpiece. 

Statistical Description of Drop Deposition 
Calculation of meaningful measures of the painting process, 

such as transfer efficiency, require the profile of specific paint 
drop flux along the inlet boundary, M,.O, and the scaled spatial 
transfer probability density function, P,. The former is a bound
ary condition that must be specified while the latter results from 
the drop trajectory simulations. 

The specific paint drop flux is the rate per unit length that 
paint drops of diameter D cross the inlet boundary at position 
X. This flux profile along the inlet boundary accounts for the 
effects of the near nozzle and flow development (NNFD) region 
on the paint flow crossing this boundary. Normalizing the spe
cific paint drop flux results in the joint probability density func
tion of inlet position x and drop diameter D, 

«.v.n 
>^x,D 

J D_,„ J a 

(1) 
dxdD 

Integration of this joint probability density function over finite 
intervals in drop diameter and inlet position yields the probabil
ity that a drop which crosses the inlet boundary will be within 
the interval in drop diameter and pass through the interval in 
inlet position. 

Consistent with the observation of nearly spatially invariant 
mean drop size within axial cross sections of the spray (indepen
dence oix and D), the joint probability density function reduces 
to 

1.1,0 — Wo/J^ (2) 

where «o is the probability density function of diameter for 
drops crossing the inlet boundary, i.e. the measured size distri
bution on a number basis, and n^ is the probability density 
function of position for drops crossing the boundary, i.e. the 
normalized number flux profile. As noted earlier, n^ is assumed 
to be proportional to the axial gas phase velocity. 

The scaled spatial transfer probability density function, P„ 
relates the probability of a drop depositing at a specific location 
on the workpiece, s, to the drop diameter and position at which 
the drop crossed the inlet boundary. This function is scaled such 
that integration over the workpiece yields the probability that 
a drop of diameter D which enters at position x will deposit on 
the workpiece, the drop transfer probability (PV,D) • The function 
P, is evaluated from the results of a large number of individual 
drop trajectory simulations. The individual trajectories must not 
only resolve the x, Z), and s coordinates, but more significantly, 
they must resolve the stochastic manner in which the drops 
interact with the turbulent air flow. 

The deposition locations for drops of ten discrete diameters 
and five discrete inlet locations, see Table 1, were determined 
from the trajectory simulations. These locations were then re
solved into 150 equally spaced intervals of i from which values 
of Ps were estimated. Discrete values of P^D at the five inlet 
locations are determined from numerical integration of P^ across 
the workpiece surface. The continuous function P^j, is evaluated 
from polynomial interpolation between the discrete values. 

The transfer efficiency, TE, defined as the fraction of sprayed 
paint that deposits on the workpiece, is commonly used to assess 
spray painting performance and for regulatory purposes. This 
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Fig. 6 A comparison of measured and predicted axial air velocity along 
the centerline of the spray within the computational domain 

ensemble average, in terms of the discrete simulation results, 
is given by 

TE 

I I qonxPxjjdxdD 

qoHjtdxdD 
(3) 

where noD^ has been replaced by the volume probability den
sity function of diameter, q^- The actual integration was per
formed numerically using the measured size distribution, see 
Fig. 5, and interpolating between the values of F^D for the ten 
discrete diameters and five discrete inlet locations, see Table 1. 

It is insightful to examine how the TE depends upon drop 
diameter. Essentially, this is given by the drop transfer effi
ciency, TD, 

To 
Jo 

Px,Ddx. (4) 

This ensemble average characterizes the size dependence of the 
transport process to the workpiece. A more detailed discussion 
of drop transfer efficiency is given by Hicks et al. (1993). 
This diameter function is analogous to the drop-size distribution 
function which characterizes the size dependence of the atom-
ization process; however, TD is not a probability density function 
that describes the probability of the next depositing drop on the 
workpiece being of diameter D. Rather, it describes the effi
ciency at which an air spray process facilitates deposition for 
drops of diameter D. The actual integration of Eq. (4) was 
performed numericaUy in a manner similar to that for Eq. (3). 

Results and Discussion 

Gas Phase. The gas phase simulation accuracy is estab
lished by comparing computed air velocities with corresponding 
measured air velocities (Kwok, 1991). Once the accuracy of 
the gas phase flow computations is established, the liquid 
(paint) phase computations are performed. 

The gas phase computations adequately predict the flow field, 
as illustrated in Fig. 6. Figure 6 illustrates the agreement be
tween predicted and measured axial centerline air velocities 
within the computational domain. Although the model slightly 
under predicts the flow near the inlet to the domain, it predicts 
the flow near the workpiece well. This is significant because 
the region near the workpiece has the most influence on the 
deposition of drops. The underprediction of the centerline veloc-
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Fig. 7 Comparison of measured and computed drop transfer efficiency 
functions using the current stochastic simulation and a deterministic 
simulation 

ity near the inlet is most likely to be a result of the selection 
of k-e model parameters. 

Liquid Pliase. The liquid phase (paint) simulation accu
racy is established by comparing the computed TE and size 
dependence of the drop transfer efficiency. To, to the measure
ments of Kwok (1991). Once verified, greater insights into 
the physical mechanisms that control air spray painting are 
developed by examining the relationships between 1) a drop's 
diameter, 2) the position at which it crossed the inlet boundary, 
and 3) the probability of it depositing on the workpiece. 

The present stochastic simulation that includes the effects of 
fluctuating air velocities on drop drag yields a paint TE of 72 
percent which is in good agreement with the measured value 
of 68 percent. In addition, the stochastic TE is more accurate 
than the 62 percent TE computed from a deterministic drop 
trajectory method that neglects the effects of fluctuating air 
velocities on drop trajectories (Kwok, 1991). 

While the improvement in TE accuracy with the stochastic 
method is relatively small, the improvement in the dependency 
of TE on drop diameter, Tp, and consequently the size distribu
tion of depositing drops, is significant. A comparison between 
measured and simulated results using both deterministic and 
stochastic methods is presented in Fig. 7. Experimentally, the 
drop transfer efficiency is observed to increase rapidly with 
increasing drop size from approximately 0.1 for the 2 /̂ m drops 
to 1.0 for the 120 fim drops. Most of the large drops deposit 
on the surface while most of the small drops flow around the 
workpiece, forming overspray. The present stochastic model 
captures this basic behavior and, consequently, it provides an 
accurate deposited size distribution. There is some overpre-
diction of drop transfer efficiency in the range from 30 fj,m to 
60 ixm, and this explains the small overprediction of TE with 
the stochastic model. In sharp contrast to the stochastic simula
tion, the deterministic simulation seriously under predicts the 
deposition of smaller drops, below 25 /im in diameter, and fails 
to account for any deposition of drops that are less than 15 fim 
in diameter. This explains the under prediction of TE with the 
deterministic model and will result in a skewing of the simulated 
deposited size distribution to larger drop diameters. 

The significant differences between the stochastic and deter
ministic results indicates that the smaller diameter drops, less 
than 15 ixm, deposit solely due to turbulent velocity fluctuations. 
This is not surprising since the smallest drops in the spray have 
turbulent Stokes numbers, based on the ratio of the response 
time of the drop to the eddy lifetime, of approximately one 
throughout much of the spray. 

The drop transfer probability results from the stochastic simu
lation are shown in Fig. 8 and provide further insight into air 
spray deposition. The results show a strong correlation between 
where drops cross the inlet boundary and whether they deposit 
for all but the smallest and largest drop diameters. Nearly all 
of the largest drops (120 fxm in diameter) deposit independent 
of where they cross the inlet boundary. While only a small 
fraction, approximately 10 percent, of the smallest drops (2 /xm 
in diameter) deposit, their drop transfer probability is also 
nearly independent of entry location. Between these limiting 
behaviors, the drop transfer probability exhibits a smooth transi
tion: generally decreasing with increasing distance from the 
centerline and with decreasing drop diameter. This indicates 
a gradual shift in mechanisms from one dominated by initial 
momentum for the high inertia—large Stokes number—big 
drops to one dominated by aerodynamic drag in the flow field 
for the low inertia—small Stokes number—little drops. The 
larger drops are generally able to penetrate the air flow moving 
along the workpiece surface and deposit due to their greater 
momentum. In contrast, many of the smaller drops which are 
unable to penetrate this air flow are swept around the workpiece. 
A fraction of these smaller drops penetrate the air flow along 
the workpiece via the fluctuating normal components of air 
velocity. Without these normal fluctuations (the deterministic 
model), deposition of the smaller drops is precluded. 

The decrease in drop transfer probability with increasing en
try location for all but the smallest diameter drops is attributed 
to the momentum and position at which these drops cross the 
inlet. The axial momentum of drops crossing the inlet boundary 
not only decreases with drop diameter, but also with distance 
from the spray centerUne. As shown in Table 1, the average 
axial drop momentum (velocity) decreases with distance from 
the centerline in a manner that is consistent with the air flow 
crossing the inlet boundary. Possessing less initial axial momen
tum, these drops are less likely to deposit. In addition, drops 
that cross the inlet boundary at a greater distance from the 
spray centerline are allowed less transverse displacement before 
moving beyond the edge of the workpiece. 

Summary and Conclusions 
A methodology for simulating paint drop transport in air 

sprays has been developed. Simulation of this complex process 
is made possible through a number of key assumptions based 
on experimental measurements of typical air paint sprays. These 
assumptions include (1) neglecting drop interaction and the 
momentum source term in the air flow calculations since the 
flow is dilute in the workpiece interaction (WI) region, (2) 
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Fig. 8 The influence of entry location and drop diameter on drop transfer 
efficiency 
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expressing the specific drop flux crossing the inlet boundary as 
the product of the atomized drop-size distribution and the local 
drop flux due to the spatial uniformity of the drop-size distribu
tion crossing the boundary between the near nozzle and flow 
development (NNFD) and WI regions, and (3) considering the 
local drop flux crossing the boundary between the NNFD and 
WI regions to be proportional to the air flux (velocity). 

Meaningful measures of paint application performance, such 
as transfer efficiency (TE) and drop transfer efficiency (To) 
can be determined from key ensemble averages of the simula
tion results. These results are based on a large number of indi
vidual drop trajectory calculations that resolve the relevant coor
dinates (D, X, s) as well as the stochastic nature of the drop 
trajectories. 

Accurate simulations of paint and drop transfer efficiencies 
over the range of drop diameters produced by the atomizer are 
obtained when the direct effects of air turbulence are accounted 
for with a stochastic separated flow formulation. Deposition 
of the larger drops is efficient and controlled by their initial 
momentum when crossing the inlet boundary. As a result the 
drop transfer efficiency of the 120 /im diameter drops is 1.0 
due to their large inertia. In contrast, deposition of the smaller 
drops is much less efficient, 10 percent for the 2 iim diameter 
drops, and is controlled by the nature of the turbulent air flow 
field. Without air turbulence, the smaller drops are unable to 
deposit. 
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Flow Patterns and Pressure 
Drop in Air/Water Two-Phase 
Flow in Horizontal 
Helicoidal Pipes 
An experimental investigation is conducted for air/water two-phase flow in horizontal 
helicoidal pipes. The helicoidal pipes are constructed of 25.4 mm I.D. Tygon tubing 
wrapped around cylindrical concrete forms with outside diameters of 62 cm and 124 
cm. The helix angles of the helicoidal pipes vary from 1 to 20 deg. The experiments 
are performed for superficial water velocity in a range of Ui = 0.008 ~ 2.2 m/s and 
for superficial air velocity in a range of Uc = 0.2 ~ 50 m/s. The flow patterns are 
discerned and recorded photographically. The pressure drop of the air/water two-
phase flow in the coils is measured and the Lockhart-Martinelli approach is used to 
analyze the data. The results are presented in the form of frictional pressure drop 
multipliers versus the Lockhart-Martinelli parameter. It was found that the flow 
patterns differ greatly from those of the straight pipe, and that the frictional pressure 
drop multipliers depend on both the Lockhart-Martinelli parameter and the flow 
rates. The correlation of the frictional pressure drop has been provided based on the 
current data. Furthermore, it was also found that the helix angle of the helicoidal 
pipe had almost no effect on the air/water two-phase flow pressure drop in the 
present experimental ranges. 

Introduction 

Helicoidal pipes have been used extensively in steam genera
tors, chemical plants, and nuclear reactors. Depending on their 
specific application, the coil axis of the helicoidal pipe may be 
oriented horizontally or vertically, and correspondingly, the pipe 
is designated as either a horizontal helicoidal pipe or a vertical 
helicoidal pipe. A few papers have dealt with the hydrodynamic 
characteristics of two-phase flow in helicoidal pipes, and among 
them, the investigators were mainly concerned with overall pa
rameters such as pressure drop, void fraction, and flow patterns 
in the vertical helicoidal pipe. The centrifugal force acting on 
the fluids causes flow in a helicoidal pipe to be much more 
complicated than the flow in a straight pipe, and in general, 
two-phase flow in the horizontal helicoidal pipe differs greatly 
from that in the vertical helicoidal pipe because of the influence 
of gravity. Although different flow characteristics exist between 
two-phase flow in the straight pipe and the helicoidal pipe, the 
method for analyzing the pressure drop data for the straight 
pipe is still used or modified to describe two-phase flow in 
helicoidal pipes. Boyce et al. (1969) indicated that the pressure 
drop data were adequately correlated by the Lockhart-Martinelli 
relationships and were in agreement with the findings of Rippel 
et al. (1966) and Banerjee et al. (1969). The Lockhart-Marti
nelli method was also used to correlate the pressure drop data 
of convection boiling (Owhadi et al , 1968) and downward two-
phase flow (Rippel et al., 1966) in vertical helicoidal pipes. 
Some other methods and correlations were proposed to correlate 
the pressure drop data (Chen and Zhou, 1981; Saxena et al., 
1990; and Akagawa et al., 1971). The flow patterns observed 
for two-phase flow in vertical helical coils were similar to those 
seen in the two-phase flow in horizontal straight pipe. Banerjee 
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et al. (1969) found that flow patterns could be adequately pre
dicted for all regimes by a Baker's plot. Chen and Zhang (1984) 
investigated systematically the air/water two-phase flow pat
terns and their transitions in hehcal coils in which the effects 
of the coil diameter and the helix angle on the flow pattern 
transition were included. Three criteria for predicting the transi
tions were proposed by the authors. Besides the flow region 
transition, Kaji et al. (1984) measured the liquid film thickness 
around the tube periphery for annular flow in air/water flow in 
a helicoidal pipe. The striking phenomenon in two-phase flow 
in a helicoidal pipe is film inversion, which was experimentally 
explored by Banerjee et al. (1967). This phenomenon was fur
ther studied by Whally (1980) and Hewitt and Jayanti (1992). 

All of the above-mentioned investigations were conducted 
for two-phase flow in vertical helicoidal pipes. None was related 
to the air/water two-phase flow in horizontal helicoidal pipes. 
Therefore, experiments on air/water two-phase flow in hori
zontal helicoidal pipes have been conducted in the present study 
and more attention is focused on the flow patterns and frictional 
pressure drop. 

The Experimental Facility and Procedures 

The experimental system consists of an air/water flow loop, 
test section, and associated instrumentation. A schematic repre
sentation of the experimental system is shown in Fig. 1. After 
the flow rates are measured, air and water flow into the mixer. 
The mixer is designed like a tee-section. The air is discharged 
into the water flow through a small tube with a closed end and 
uniformly distributed through small holes around it. The small 
tube is inserted into the center of the water pipe. The homoge
nous mixture of air and water then flows into a visual section 
after a developing section with a length of 60 times the diameter 
of the tube. This visual section is made of cast acrylic, where 
the flow patterns located upstream of the test section can be 
observed. The test section is located beyond the visual section 
at a distance of about 60 times the tube diameter. After passing 
the test section, the air/water mixture flows into a separator 
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Fig. 1 Schematic representation of tlie experimental system 
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Fig. 2 Configuration of the horizontal helicoidal pipe 

from which the air escapes to the ambient, while the water 
drops and returns to the water tank. In addition, the air-flow 
rate and water flow rate are monitored by valves and a by-pass 
mounted in the flow loop. After build-up, both the air line and 
the water line are carefully checked and adjusted to avoid any 
leakage. 

The test section is shown in Fig. 2. A 6 mm thick-walled 
transparent Tygon tube with a 25.4 mm inner diameter was 

wrapped around a cylindrical concrete form. The helicoidal pipe 
was then fixed and tightened carefully by clamps to avoid large 
deformations. The whole test section was mounted on a UNI-
STRUT frame to avoid vibration. 

The pressure taps are located at the bottom of the horizontal 
helicoidal pipe, as shown in Fig. 2. The pressure difference was 
measured by a differential pressure transducer (wet/wet). The 
air/water flow was recorded by a video camera using a shutter 

N o m e n c l a t u r e 

D = coil diameter, m 
De = Dean number 

d = tube diameter, m 
dp/dz = pressure gradient, Pa/m 

F, = FXdIDf' 
Fr = Froude number 
/ = friction factor 
g = gravitational acceleration, m/s^ 
h = pitch, m 

n = coil turns 
Re = Reynolds number 

t = turbulent flow 
U = superficial velocity, m/s 
V = volumetric flow rate 
D = laminar flow 

X = Lockhart-Martinelli parameter, 
Eq. (2) 

a = helix angle 
AP = pressure difference 

fi = viscosity 
p = density [kg m ' ] 
(f> = pressure drop multiplier, Eq. (1) 

Subscripts 

G = gas 
L = liquid 
S = single phase 

TP = two-phase 
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Fig. 3 Comparison of the friction factor for single-phase flow: 
(a) straight pipe; and (b) helicoidal pipe 

speed of 4000 frames/sec, which could be replayed at a slow 
speed in the video cassette recorder (VCR). 

The experiments were conducted on the air/water two-phase 
flow in the 25.4 mm I.D. horizontal helicoidal pipes. The diame
ters of the coils were 660 mm and 350 mm. The helix angles 
of the helicoidal pipes were 1 (or 2), 5,,10, and 20 deg. Corre
spondingly, the numbers of turns of the helicoidal pipes were 
10, 10, 6, and 3. Furthermore, the superficial velocities of air 
and water ranged from 0.2 ~ 50 m/s and 0.008 ~ 2.2 m/s, 
respectively. Before conducting the two-phase flow experi
ments, the experimental system was calibrated for single-phase 
flow in a straight pipe and a helicoidal pipe with a helix angle 
of 5 deg. The friction factor data are depicted in Figs. 3(a) and 
3(b), and are compared with several empirical formulas from 
the literature. It was found that excellent agreement was reached 
for both the laminar flow and the turbulent flow with a maxi
mum deviation of 7 percent. The two-phase flow test of the air/ 
water mixture in a straight pipe was then conducted. Figure 4 

10' 

- e ^ 10 T 

present data(t-t) 
present data (v-t) 
present data(t-v) 

— t-t (L-M Corr.) 
— v-t (L-M Corr.) 
— t-v (L-M Corr.) 

10 
10"^ 10"^ 10° 10^ 10^ 

Fig. 4 Comparison of the pressure drop multiplier for two-phase flow 
In a straight pipe 

bottom 
(a) Unstable pulled ttow. 

bottom 

(b) Intermittent flow 

bottom 
(d} Annular pulsed flow. 

bottom 
(f) Seperated flow 

Fig. 5 Flow patterns 

shows that the frictional pressure drop multiplier data for two-
phase flow in the horizontal straight pipe adhere to the predic
tion by the Lockhart-Martinelli equation. The two-phase flow 
test in the helicoidal pipes was then conducted for a variety of 
air and water flow rates. 

Results and Discussion 

The Flow Patterns. The flow patterns were discerned 
based on visual observation of a video tape replay and photo
graphs taken by a high-speed camera with ISO 1600 film. Six 
typical flow patterns were identified and named as unstable 
pulsed flow, intermittent flow, plug flow, annular pulsed flow, 
annular flow, and separated flow (Fig. 5). These flow patterns 
can be classified into three flow regimes: Unsteady flow (Figs. 
5(a) and 5(^) , transitional flow (Figs. 5(c) and 5(d)) and 
steady flow (Figs. 5(e) and 5 ( / ) ) . In unsteady flow, both the 
air phase and the water phase flow as a bullet or slug. Neither 
flow as a continuous phase. However, for the steady flow, both 
the air phase and water phase flow steadily and continuously 
in the helicoidal pipe. For the cases shown in Figs. 5(e) and 
5 ( / ) , the flow was more like the annular flow and stratified 
flow in a straight pipe. A film of water formed on the wall of 
the pipe, and the air phase with dispersed water flowed in the 
center of the pipe. The flows between the unsteady and steady 
flows are illustrated in Figs. 5(c) and 5(d) as transitional flow 
from unsteady to steady flow in which the plug breaks up, and 
the air and water mix in certain amounts. Except for the steady 
flow pattern, different flow patterns were observed in different 
sections of the horizontal helicoidal pipes. All of the above-
mentioned flow phenomena were attributed to the results of the 
interaction of all the forces, which are gravity force, centrifugal 
force, and torsion force, in the air/water two-phase flow. The 
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Fig. 6 Pressure fluctuation in two-phase flow 

directions and the values of those forces change with the loca
tion and the flow rates of the water and the air. 

In Fig. 6, the pressure fluctuation is correspondingly dis
played for the flow patterns shown in Fig. 5. The pressure 
fluctuation is recorded for one minute in each case. It is obvious 
that the pressure fluctuation diminishes as the flow patterns 
change from unsteady flow to steady flow. In the actual pressure 
drop measurement, the average reading of the pressure was 
taken in one minute. It can be seen from Fig. 6 that the time 
period for the pressure averaged value in one minute was suit
able and could be used for the entire pressure drop measure
ments. 

The Pressure Drop. The general method for correlating 
the two-phase flow frictional pressure drop given by Lockhart-
Martinelli is applied in the analysis of the pressure drop data. In 
the case of air/water two-phase flow in the horizontal helicoidal 
pipes, the pressure gradients induced by the phase change and 
gravitation can be ignored. Therefore, it follows that the fric
tional pressure gradient in two-phase flow, {dpldz)Tpf, is related 
to that for the gas or liquid phase flowing alone in the helicoidal 
pipes. The results are presented in terms of pressure drop multi
pliers, 4)a and 4>L' versus the Lockhart-Martinelli parameter. 
The <̂G and <̂ t are defined as: 

4>l = 
(dp/dz) TPf 

VL^ 
(dp/dz)TPf 

(1) 
(dp/dz)G ' ^" {dpldz)L 

and the Lockhart-Martinelli parameter is expressed as: 

^2 ^ (dp/dz)L 

(dp/dz)o 

The single-phase pressure drop used in Eqs. (1) and (2) can 
be calculated from the standard equations: 

> \ _ o ^ „ r , 2 , . (dp 

(2) 

dz 
= IfaPoUlId, 

dz 
= 2f,pr,Ul/d. (3) 

The pressure gradient of two-phase flow is determined from the 
measured pressure drop (AP) : 

" ^ / TPf 

AP 
(4) 

nDn/cos a 

The friction factors,/o and/t, are calculated from the equation 

by Manlapaz and Churchill (1980) for laminar flow, and from 
equation by Ito (1959) for the turbulent flow of single-phase 
flow in a helicoidal pipe. They are cited here, respectively. 

/ 
fs 

1.0 -
0.18 

[1 + (35/De)']° 

+ 1.0 -h f=) De 
«.33 

(5) 

where m = 2 for De < 20, m = 1 for 20 < De < 40, and m 
= 0 for De > 40, and/, = 16/Re, and 

/ ( - I = 0.00725 + 0.076 - ( 7 
for 0.034 < Re 

D 
< 300. (6) 

The Reynolds number and the Dean number in Eqs. (5) and 
(6) are defined as: 

Re = ^ and De = Rel"^ 
t^ \D 

(7) 

In the following sections, the frictional pressure drop data 
are presented in terms of the variation of the frictional pressure 
drop multipliers, t^j. or (J>G, with the Lockhart-Martinelli param
eter, X. Figures 7 and 8 show the variations of 4>L and (/>G with 
X for the helicoidal pipes with the large diameter coil, and Figs. 
9 and 10 for the helicoidal pipes with the small diameter coil. 
There are three graphs in each figure for the different helix 
angles of the helicoidal pipes. All the symbols are data from 
the present experiment, and the solid line is the prediction of 
the frictional pressure d'/op multiplier, (f>L or 0G . for two-phase 
flow in a straight pipe by the Lockhart-Martinelli correlation. 
It is clearly seen that unlike two-phase flow in a straight pipe, 
both the frictional pressure drop multipliers, </>/, and tpa, depend 
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Fig. 7 Variation of t̂ t versus X for iarge coils with different helix angles 
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on the superficial velocity of air or water. Therefore, the third 
parameter, Re^, the superficial Reynolds number of water flow, 
is applied in presenting the experimental results. When Rez, is 
larger, the experimental data adhere to the solid line by the 
Lockhart-Martinelli correlation; otherwise, they diverge. An ex
planation for this follows. In unsteady and transitional flows, 
the upward side of the helicoidal pipe is full of residual water, 
which is always present. It is this residual water that blocks the 
air flow and increases the pressure drop. As the air flow rate 
increases, the air flow has more kinetic energy to overcome the 
resistance due to the residual water so that less water remains 
there. This leads to a decrease in the pressure drop, as shown 
in Figs. 7 and 9 in the lower flow rate. When the flow rates are 
higher, there is no residual water in the case of steady flow in 
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the hehcoidal pipe, and air and water flow concurrently in both 
the upward and downward sides of the hehcoidal pipe, and 
the pressure drop increases as the flow rate increases. This 
phenomenon was observed in both the hehcoidal pipes with a 
large coil diameter and a small coil diameter. 

The effect of the helix angle on the frictional pressure drop 
multipliers, <̂ z. and <^G, in the large coil is shown in Fig. 11 for 
different flow rates (represented by the superficial Reynolds 
number of water, Ret). It is observed from these graphs in Fig. 
11 that the helix angle has almost no effect on 4>L or ^G- All 
the data for different helix angles, 1, 5, 10, and 20 deg, are 
close in value to each other. This is attributed to turbulence in 
the two-phase flow. The frictional pressure drop will be in
creased by the turbulence, as well as the torsional force due to 
the finite pitch (helix angle) of the hehcoidal pipe. The intensity 
of the turbulence in the hehcoidal pipe depends on the flow rate 
ratio of air to water instead of the helix angle. Therefore, there 
is almost no effect of the helix angle on the frictional pressure 
drop multipliers, <̂ /, and <^G. This conclusion can also be con
firmed by Fig. 12, which shows the effect of the helix angle on 
c/)i, and <̂G in the hehcoidal pipe with a small coil. 

The effect of the coil diameter on the pressure drop multiplier, 
4>L, is displayed in Fig. 13, where the superficial Reynolds 
number of water is used as a parameter. It was found that only 
in the cases of lower flow rates does a difference exist between 
the pressure drop data of the large coils and the small coils. In 
the case of a high flow rate, the pressure drop data for both 
coils agree with each other. This can be explained by the fact 
that in the low flow rate, more water resides in the upward side 
of the hehcoidal pipe because of the large coil diameter, and 
thus, the pressure drops for large hehcoidal pipes are greater 
than for small hehcoidal pipes for the same superficial water 
velocity. 

It has been seen that the Lockhart-Martinelli correlation for 
the straight pipe is not suitable for calculating the frictional 
pressure drop in two-phase flow in hehcoidal pipes. Based on 
the present experimental data and by incorporating the Froude 
number, Fr, a new correlation has been worked out. The basic 
idea for creating this new correlation is to add one factor to the 
Lockhart-MartineUi equation to account for the effect of the 
velocity of the liquid. It is expressed as: 

<^L = 
X 

9.63 F 7 
1 + 

12 

X 

1 
(8) 

where F„ is defined as Fj = Fr (d/D)"' = Ul/gdid/D)"-^. The 

«--• 10' 

• \ 

^ 

, —•— 0=860 
- <• - 0 .360 

mm 
mm 

_ - « ' 2 7 0 

!i!f~<* ^ '̂'° 
^ " J) 5080 

s o s o ' o ^ ' , ^ 

10' 10 10" 10 10 

X 
(a) a=1°{larg8 coil), c»2°(small coil) 

10' 

i n O 

-

— -0 — 

D.660 

D-350 

mm 

mm 

Be|^.aS4 

j r»5oa 
J 270 

, r i ^ 2540 
o » » - » ^ . 5080 

V . ^ ^ 12700 

^ ^ " V a ^ j Z S ^ O O 

508 O o " * ' ^ ^ ! ^ ^ 

1 0 " 10 10 10 10' 

X 
(0) a=20° 

Fig. 13 Effect of the coil diameter on the frictional pressure drop multi
plier, <t>^, with different helix angles 

Journal of Fluids Engineering DECEMBER 1995, Vol. 1 1 7 / 7 2 5 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



deviation between the prediction by Eq. (8) and the experimen
tal data is less than 30 percent in the present experimental range. 

Experimental Uncertainty. Two quantities of the direct 
measurements were the flow rate and the pressure drop. Both 
the air and water flow rates were measured by three Fisher and 
Porter rotameter-type flow meters with an accuracy of 2 percent. 
The pressure drop was measured by two Rosemount pressure 
transducers with an accuracy of 2 percent. The accuracies of 
other quantities, such as length and properties, were estimated 
as 1 and 0.25 percent, respectively. It was estimated that the 
uncertainties of cpi or ^G were 5.14 percent and the uncertainty 
of X was 9.2 percent. 

Conclusion 
Air/water two-phase flow in horizontal helicoidal pipes with 

a 25.4 mm inner diameter has been experimentally investigated. 
The flow patterns in the coils were discerned and the frictional 
pressure drop data were analyzed by the Lockhart-Martinelli 
approach. The experiments were conducted in ranges for super
ficial air velocity, Uc - 0.2 ~ 50 m/s, and superficial water 
velocity, U^ = 0.008 ~ 2.2 m/s. Two coil diameters of 350 
mm and 660 mm were used in the experiments. The helix angles 
of the coils varied from 1 ~ 20 deg. Six basic flow patterns were 
identified, which have been classified into three flow regimes: 
Unsteady flow, transitional flow, and steady flow. In the steady 
flow regime, both the air phase and the water phase flow in a 
continuum, but the unsteady flow pattern behaves intermittently, 
as air and water slug or plug flow. There is a transitional flow 
between the steady flow and the unsteady flow. On the other 
hand, it was found that the frictional pressure drop data were 
strongly related to the flow rates in addition to the Lockhart-
Martinelli parameter. A new correlation has been provided 
based on the present measurement, and it is recommended for 
use in the present experimental range. In addition, it seems that 
the helix angle of the helicoidal pipes had almost no effect on 
the frictional pressure drop, although the coil diameter had some 
small effect on the pressure drop in certain cases. 

References 
Akagawa, K., Sakaguchi, T., and Ueda, M., 1971, "Study on a Gas-Liquid 

Two-Phase Flow in Helically Coiled Tubes," Bulletin of the Japanese Society of 
Mechanical Engineering, Vol. 14, pp. 564-571. 

Banerjee, S„ Rhodes, E., and Scott, D. S., 1969, "Studies on Concurrent 
Gas-Liquid Flow in Helically Coiled Tubes, I-Flow Patterns, Pressure Drop and 
Holdup," Canadian Journal of Chemical Engineering, Vol. 47, pp. 445-453. 

Banerjee, S., Rhodes, E., and Scott, D. S., 1967, "Film Inversion of Concurrent 
Two-Phase Flow in Helical Coils," American Institute of Chemical Engineering, 
Vol. 13, No. l ,pp . 189-191. 

Bhatti, M. S. and Shah, R. K., 1987, "Turbulent and Transition Flow Convec-
tive Heat Transfer in Ducts," Handbook of Single Phase Convective Heat Trans
fer, S. Kakac, R. K. Shah, and W, Aung, Wiley, Chapter 4. 

Boyce, B, E,, Collier, J. G„ and Levy, J., 1969, "Hold-Up and Pressure Drop 
Measurement in the Two-Phase Flow of Air-Water Mixing Tubes in Helical 
Coils," Proceedings of International Symposium on Research in Concurrent Gas 
and Liquid Flow, E. Rhodes and D. S. Scott, eds. Plenum Press, New York, pp. 
203-231. 

Chen, X. J. and Zhang, M. Y., 1984, "An Investigation on Flow Pattern 
Transition for Gas-Liquid Two-Phase Flow in Helical Coils," Multi-Phase Flow 
and Heat Transfer III, Part A: Fundamentals, T. N. Veziroglu and A. E. Berglers, 
eds., pp. 185-200. 

Chen, X. J., and Zhou, F. D., 1981, "An Investigation of Flow Pattern and 
Frictional Pressure Drop Characteristics of Air Water Two Phase Flow in Helical 
Coils," Proceedings of 4th Miami International Conference on Alternate Energy 
Sources, pp. 120-129. 

Churchill, S. W., 1977, "Comprehensive Correlation Equations for Heat, Mass 
and Momentum Transfer in Fully Developed Flow in Smooth Tubes," Industrial 
Engineering Chemistiy Fundamentals, Vol. 16, pp. 109-116. 

Hewitt, G. F., and Jayanti, S., 1992, "Prediction of Film Inversion in Two-
Phase Flow in Coiled Tubes," Journal of Fluid Mechanics, Vol. 236, pp. 497-
511. 

Ito, H., 1959, "Friction Factors for Turbulent Flow in Curved Pipes," ASME 
Journal of Basic Engineering, Vol. 81, pp. 123-134. 

Kaji, M., Mori, K., Nakanishi, S., and Ishigai, S., 1984, "Flow Regime Transi
tions for Air-Water Flow in Helically Coiled Tubes," Multi-Phase Flow and Heat 
Transfer III, Part A: Fundamentals, T. N. Veziroglu, ed., Elsevier, Amsterdam, 
pp. 201-214. 

Manlapaz, R, L., and Churchill, S. W., 1980, "Fully Developed Laminar Flow 
in a Helicoidal Coiled Tube of Finite Pitch," Chemical Engineering Communica
tions, Vol. 7, pp. 57-78. 

Owhadi, A., Bell, K. J., and Grain, B., 1968, "Forced Convection Boiling 
Inside Helically-Coiled Tubes," International Journal of Heat and Mass Transfer, 
Vol. 11, pp. 1779-1793. 

Ripple, G. R., Eidt, C. M., Jornan, H. B., 1966, "Two-Phase Flow in a Coiled 
Tube," Industrial and Engineering Chemistry, Vol. 5, pp. 32-39. 

Saxena, A. K., Schumpe, A., and Nigam, K. D. P., 1990, "Flow Regimes, 
Holdup and Pressure Drop for Two-Phase Flow in Helical Coils," Canadian 
Journal of Chemical Engineering, Vol. 68, pp. 553-559. 

Srinivasan, P. S., Nandapurkar, S. S., and Holland, F. A., 1970, "Friction 
Factors for Coils," Transactions of Institute of Chemical Engineering, Vol. 48, 
pp. T156-T161. 

Whally, P. B., 1980, "Air-Water Two-Phase Flow in a Helically Coiled Tube," 
International Journal of Multi-Phase Flow, Vol. 6, pp. 345-356. 

726 / Vol. 117, DECEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of 
Huids 

Engineering 

On the Roughness Reynolds Number 
Transition Criterion 

J. A. Masad^ 

The theoretically validated Fage 's transition criterion for pre
dicting transition in flow over a single roughness element is 
used to show that in the widely used roughness Reynolds number 
(Re^) transition criterion, the critical value of Re^ depends 
strongly on the length of the roughness element. At roughness 
length where the criterion is valid, the variation of the 
roughness height with free-stream Reynolds number is quanti
fied. 

Introduction 

In boundary-layer flow over a roughness element it is known 
that increasing the roughness element's height moves the transi
tion location upstream. As the roughness element's height ex
ceeds a certain value which is larger than the value that causes 
separation, transition occurs at the roughness element itself 
(Schlichting, 1979; Masad and Iyer, 1994) and a further in
crease in the roughness element's height beyond that value has 
virtually no influence on the movement of transition location. 
A widely used empirical criterion which relates the roughness 
and flow parameters at which transition occurs at the roughness 
element itself is the RCi criterion (see Morkovin, 1993). In this 
criterion Ret is defined as 

Ret = 
k-*uf 

(1) 
vt 

where fc* is the dimensional height of the roughness element, 
Ut is the dimensional streamwise velocity of the flow at height 
k* in absence of the roughness element, and z/f is the dimen
sional kinematic viscosity of the fluid at height k* m absence 
of the roughness element. In aircraft icing studies, the flow is 
considered transitional at the roughness (due to ice accretion) 
itself when (Hansman, 1993) Re^ exceeds a value of 600. Fage 
and Preston (1941) indicated that the value is above 400 for 
the case of flow over a circular wire mounted on a body of 
revolution. The Re^ criterion accounts for the height of the 
roughness explicitly through k* in Eq. (1). The free-stream 
unit Reynolds number is also accounted for almost explicitly 
through the factor JJflvf in Eq. (1). The effect of the location 
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of the roughness element is accounted for implicidy because at 
the same roughness height and at the same free-stream unit 
Reynolds number Uf increases as the roughness is located fur
ther downstream of the leading edge due to the growth of the 
boundary layer. It is clear from Eq. ( I ) that Re^ increases as fc* 
increases which is expected. Increasing the flow unit Reynolds 
number increases f/f in Eq. (1) which increases Re^. Moving 
the roughness element upstream decreases Uf which also de
creases Rej. Increasing the free-stream Mach number thickens 
the boundary layer and, therefore, reduces Uf which results in 
a reduced Re^. 

It is clear from Eq. (1) and the above discussion that the Rcj 
criterion does not account for the effect of the length of the 
roughness element because it is not represented in any of the 
quantities in Eq. (1). This aspect was pointed out by Masad 
and Malik (1994). The effect of the length of the roughness 
element on transition location was found by Masad and Iyer 
(1994) to be significant. In this work we use the transition 
prediction formula of Fage (1943) which is based on experi
mental data to show the dependence of the value of Re^ at which 
transition occurs at the roughness elements itself on the length 
of the roughness element. Furthermore, at roughness lengths 
where the Re^ transition criterion is valid, computations and 
results for the dependence of Re* on roughness height and loca
tion and flow free-stream unit Reynolds numbers are presented. 

Formulation and Results 

We consider incompressible flow over a flat plate with a 
roughness element. We denote the dimensional length of the 
roughness element by X.* and we introduce f/S and L* as the 
free-stream streamwise dimensional velocity and the dimen
sional distance from the leading edge of the flat plate to the 
center of the roughness element. If we use L * to make distances 
nondimensional, then we have 

k = — 
L* 

L* 

and we define 

Re 
U*L* 

{2a) 

(2b) 

(2c) 

where Re is the free-stream Reynolds number based on L*. 
Fage (1943) used his own experimental data on the effects 

of surface roughness on transition, as well as the experimental 
data of Walker and Greening, Walker and Cox, and Hislop (as 
reported in Fage, 1943), to correlate the transition location with 
the height and length of the roughness element and the Reynolds 
number at the edge of the boundary layer. If we replace the 
nondimensional velocity at the edge of the boundary layer with 
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unity and solve for the height fc as a function of \ and Re, then Therefore, transition first occurs at the roughness element itself 
Page's criterion can be written as when 

k = 
9 X 10^ 

(1 + 0.5\) 
when 

9 X 10** 
> 0.09 (3a) 

and 

k = 
13.5 X lO'̂ VV 

(1 + 0.5\) ' - 'Re ' 
when 

X"" Re k .m 

(13.5)^" X 10 
< 0.09 

{3b) 

we define (Re^),^ as the value of Re;̂  = U%x*lvt at the transi
tion location. The dimensional distance from the leading edge 
of the surface is x*. The nondimensional distance is x = x*/ 
L* and it can be shown that 

Re, = X Re 

Page's criterion is valid in a range of (Re^),;. that extends from 
1 million to 3.5 million. The free-stream Reynolds number Re 
varied in the experimental data (the basis for Page's criterion) 
from 0.5 million to 1 milhon. The results of the e'̂  method for 
transition prediction were found (Masad and Iyer, 1994) to 
agree well with the results of the experimental correlation of 
Page. In the e" method, transition is assumed to occur when the 
integrated instability growth rate calculated from linear stability 
theory reaches a certain value. In the work of Masad and Iyer 
(1994), various combinations of roughness height k, roughness 
length X., and freestream Reynolds number Re were considered. 
Then the mean flow was computed using interacting boundary 
layers and the transition location was predicted by performing 
linear stability calculations for the generated velocity profiles 
and using the e" method with N = 9. 

In the above notation, the roughness element is centered at 
X = 1 and it extends between x = I — X./2 and x = I + \/2. 

- Re = /O* 

; ^ 

' / x i i 

ji 

-^^Re^. = 600 

Fig. 2 Variation of the nondimensional roughness height with the nondi
mensional length of the roughness corresponding to Fig. 1 

(Re,)„ = Re 1 + (5) 

where Eq. (4) has been used. Equation (5) has been used to 
reach Eqs. (3). 

We now consider incompressible flow over a flat plate (Bla-
sius flow) which is governed by 

(4) where 

d'^U dU „ 

dr] dri 

U = 0 and ^ = 0 at rj = 0 

U -> I as 77 -> <» 

V = y., — . S =z \ Udr] 
V X 2 Jo 

nondimensional using L*. Therefore, 

U=2^ = ^ 

(6a) 

(6b) 

(6c) 

(7) 

(8) 
dr] u* 

at some height A:* we have 

y = — = k 
L* 

and at the center of the roughness 

therefore 

It follows from Eq. 

but at k'*, T] = rjf, 

X = 1 

77i = kiRe 

>. (1) and (2) that 

Ret = kUt Re 

then 

Re, = kU,^ Re 

(9) 

(10) 

Using the above relations it is possible to select \ and Re, 
calculate k from relations (4), calculate 77* from relation (9), 
pick the i7,j corresponding to rji, from the computed Blasius 
profile, and then calculate Re^ from Eq. (10). 

The above procedure of calculations was performed. How
ever, the parameters were restricted to those where Page's corre
lation is valid, which are 
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Fig. 4 Variation of the free-stream Reynolds number witli the nondimen-
sional height of the roughness element. The values of Rej, proceeding 
downwards are: 800, 700, 600, 500, and 400. 

0.5 X 10'' Re 1.0 X 10'' 

and 

1 X 10" s (Re,),, < 3.5 X 10" 

The considered values of X extend from 0 to 0.05. In this range 
and with the above constraints, solutions were found only in 
the neighborhood of Re = 1 X 10". The results of the variation 
of Ret with \ for Re = 10" are shown in Fig. 1 and the corre
sponding variations of k and (Re,)„. with \ are shown in Figs. 
2 and 3, respectively. Regions I and II in Fig. 3 correspond to 
relations i3b) and (3a), respectively. The results of the two 
relations do not match in the Re*. - \ domain (Fig. 1), or in 
the k - \ domain (Fig. 2), but they match in the (Re,),, - \ 
domain (Fig. 3). The mismatches in Figs. 1 and 2 and the 
match in Fig. 3 are due to the fact that the curve fit of Fage 
was performed to fit (Re,),, as a function of k, \, and Re rather 
than A: as a function of \ , Re, and (Re,)„ (Eq. 3) or Re as a 
function of A, \ , and (Re,)„. The large dependence of Re^ on 
X. is clear from Fig. 1. At Re = 10", the Re* = 600 corresponds 
to X. « 0.0232 and k «:i 0.00136 and at these parameters (Re,)„ 
= 1.0116 X 10". The vast variation of Re^ with X is at Re = 
10", other values of Re might result in even further variation. 

At the roughness length where the Rej. transition criterion is 
valid, one can quantify its dependence on the roughness height 
and the flow free-stream Reynolds number based on the location 
of the roughness element. In that case, one can select a value 
of Re and assume a value of k, calculate rj^ from relation (9) , 
pick f/,j corresponding to 7]^ from the computed Blasius profile, 
and then calculate Re*, from Eq. (10), Newton-Raphson itera
tion can be performed to compute k which drives Re* to a 
specific value. The procedure of calculations was performed 
and the variation of Re with k for various values of Re^ is shown 
in Fig. 4. 

In summary, the theoretically-validated and experimentally-
based transition criterion of Fage for predicting transition in 
flow over a roughness element in certain parameter space is 
used to show that in the widely used Re* transition criterion, 
the critical value of Re* depends strongly on the length of the 
roughness element. 
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Freon Bubble Rise Measurements in 
a Vertical Rectangular Duct 

P. F. Vassallo/ P. D. Symolon/ 
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Nomenclature 
Ta = Tadaki number 

Ret = bubble Reynolds number 
Mo = Morton number 
We = Weber number 

p, = liquid density 
Pg = gas density 
p,, = liquid dynamic viscosity 
a = surface tension 
E = bubble aspect ratio 
h = bubble height 
b = bubble width 

y, = relative velocity between bubble and liquid 
y,„ = terminal bubble rise velocity 
Ki, = coefficient in Fan-Tsuchiya formulation for viscous 

bubble regime 
c = coefficient in Fan-Tsuchiya formulation for distorted 

bubble regime 
T) = parameter in Fan-Tsuchiya formulation reflecting 

system purity 
g = gravitational constant 

de = equivalent bubble diameter 

1 Introduction 

Isolated bubble rise experiments provide data on bubble drag 
as a function of size and fluid properties. This data is useful in 
obtaining drag models for higher void fraction bubbly flows. 
Previous experiments (Haberman and Morton, 1953) have 
shown that the purity of the fluid affects the bubble rise velocity, 
and therefore the drag coefficient. For contaminated systems, 
impurities collecting at the liquid-vapor interface increase the 
effective viscous drag and decrease the rise velocity. 

In the current experimental work, Freon-114 is used to simu
late high temperature environments. Freon is chosen as the mod
elling fluid because it boils at a lower temperature, and may be 
scaled appropriately. However, if the purity of the Freon test 
liquid is unknown, using it to model high temperature environ-
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10", other values of Re might result in even further variation. 

At the roughness length where the Rej. transition criterion is 
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of Re and assume a value of k, calculate rj^ from relation (9) , 
pick f/,j corresponding to 7]^ from the computed Blasius profile, 
and then calculate Re*, from Eq. (10), Newton-Raphson itera
tion can be performed to compute k which drives Re* to a 
specific value. The procedure of calculations was performed 
and the variation of Re with k for various values of Re^ is shown 
in Fig. 4. 

In summary, the theoretically-validated and experimentally-
based transition criterion of Fage for predicting transition in 
flow over a roughness element in certain parameter space is 
used to show that in the widely used Re* transition criterion, 
the critical value of Re* depends strongly on the length of the 
roughness element. 
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Isolated bubble rise experiments provide data on bubble drag 
as a function of size and fluid properties. This data is useful in 
obtaining drag models for higher void fraction bubbly flows. 
Previous experiments (Haberman and Morton, 1953) have 
shown that the purity of the fluid affects the bubble rise velocity, 
and therefore the drag coefficient. For contaminated systems, 
impurities collecting at the liquid-vapor interface increase the 
effective viscous drag and decrease the rise velocity. 

In the current experimental work, Freon-114 is used to simu
late high temperature environments. Freon is chosen as the mod
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ments may lead to inaccurate results. The purpose of the bubble 
rise experiment is then (1) to identify the purity of the Freon 
test liquid, and (2) understand the bubble drag mechanism for 
single bubbles as a building block for multiple bubble drag 
models. 

2 Test Description 

In this study, the bubbles were generated in a rectangular 
Freon test section 3.3 cm thick, 15.2 cm wide, and 55.9 cm 
long. The bubbles were generated in zero Uquid flow using two 
different methods. The first method used a pitot tube to channel 
Freon vapor from an externally heated Freon tank directly into 
the test section. A valve was placed in the line between the 
tank and the pitot tube to regulate the Freon vapor; first the 
valve was opened to produce a stream of bubbles, then it was 
closed to gradually lessen the bubbles until a few remained. 
Just before the bubbles completely ceased, a few good single 
bubbles were formed, and the pictures were quickly taken to 
capture them. The second method utilized a hot wire anemome-
try probe within the test section to boil Freon bubbles off the 
surface of the wire. The wire was heated for a very short dura
tion (achieved by quickly turning the power supply on and off) 
to form individual bubbles. 

The photographs of the single bubbles were taken with a 
Mamiya M645 120 mm camera. The camera was equipped with 
a combination macro lens and macro spacer to obtain life-size 
reproduction, and was mounted on a millimeter sUde to allow 
good focusing control. Two fused Silica windows in the test 
section provided optical access. The camera faced the test sec
tion at an approximate angle of 90 degrees (defined as the 
angle between the camera axis and the plane of the test section 
window). Directly in line with the camera, on the opposite side 
of the test section, a 200 W strobe lamp illuminated the bubbles. 

The shooting and analysis of the bubble rise photographs 
were performed as follows. First, a picture of the pitot tube was 
taken for size calibration. Next, without a change in the camera 
settings, the bubble rise photos were taken using an appropriate 
shutter speed to obtain 4 bubble images at the 200 Hz strobe 
rate. The position of the camera was set well upstream of the 
bubble generator to ensure that the terminal rise condition had 
been reached. After the prints were developed (with a known 
magnification between 8-12) Vernier calipers were used to 
measure the bubble size and the distance travelled between each 
image on the photograph. An estimated error of ±10 percent 
is ascribed to these measurements, due to the uncertainty in 
positioning the calipers. Since the larger bubbles are deformed, 
the distance between the centers of the first and fourth bubble 
image were used to calculate the bubble velocity. 

A summary of all the bubble rise data is provided in Table 
1. The Freon-114 properties used in the analysis were calculated 
at an average temperature and pressure of 24.4 degrees C and 
209.3 KPa. The drag coefficient was calculated using an expres
sion derived from a force balance on a single rising bubble: 

Co = 

3 Results and Discussion 

In this section, the bubble shape and velocity data are com
pared to available correlations. Particular attention is given to 
correlations which relate to pure and impure systems. 

3.1 Bubble Shape. The shape of a rising bubble is pri
marily a function of its Reynolds number. At low Reynolds 
number, when the bubble size is small, surface tension forces 
predominate, and the bubble shape is approximately spherical. 
As the bubble size increases, the dynamic pressure acting on 
the front of the bubble also increases. This produces an inward 
push against the bubble top surface. At the sides, the liquid must 

accelerate to maintain the flow and, by Bernoulli's principle, the 
pressure must decrease. Since the pressure inside the bubble is 
uniform (due to negligible gas density and viscosity), the local 
curvature at the sides of the bubble must decrease until the 
pressure force is balanced by the surface tension force. The 
extent of the pressure difference increases as the relative veloc
ity between the bubble and the surrounding liquid or the bubble 
Reynolds number increases. This pressure force explains why 
the bubble flattens in the direction of its motion as its size 
increases (Fan and Tsuchiya, 1990). 

A general correlation to predict bubble shape in pure and 
impure systems, as well as in two dimensional or three-dimen
sional systems, has been provided by Vakhrushev and Efremov 
(1970). For impure three-dimensional systems, the correlation 

h 

b 

1 Ta < 1.0 

A 1.0 < Ta < 40 ( l a ) 

_ 0.24 40 ss Ta 

A = {0.81 + 0.2 tanh [2.0(0.80 - log.oTa)])'" 

And for pure three-dimensional systems, the correlation is: 

h 
1 Ta < 0.3 

B 0.3 =s Ta < 20 

0.24 20 < Ta 

B = A {0.81 + 0.2 tanh [1.8(0.40 - logioTa)]] 

{lb) 

where 

Ta = ReMo°" = Re ?M/(Pt - Ps) 
7 1 

In Fig. 1, the Freon bubble shape data is compared with 
the Vakhrushev-Efremov correlations. Only the pure correlation 
accurately predicts the Freon data. The impure correlation does 
not adequately model the distortion of Freon bubbles at equiva
lent diameters between 0.4 and 2.0 mm. The distortion of Freon 
bubbles at these diameters is a result of the lack of surface-
active impurities in the liquid. In general, conditions at the gas-
liquid interface strongly affect the bubble shape. If no impurities 
exist at the interface, the effective viscous drag is decreased, 
and the bubble experiences more inertial force. This means for 
a fixed bubble size, the bubble shape is more flattened in pure 
liquids than in contaminated liquids. 

3.2 Bubble Rise Velocity. A bubble moving freely in a 
liquid under the influence of gravity will rise at a constant rate 
after the terminal condition is reached. For bubbles of intermedi
ate to large size, the correlation of Mendelson (1967) has 
proven to yield the best predictions of bubble rise velocity in 
purified liquids. He related the rise velocity of bubbles to the 
hydrodynamic theory of waves. In his model the terminal rise 
velocity is given by: 

K»=, 
2a gde 

deP 
(2) 

Fan and Tsuchiya (1990) developed a general model for the 
terminal velocity of bubbles which is applicable to both pure 
and contaminated systems and provides a continuous correlation 
for the viscous and distorted regime. Their expression for termi
nal speed in the viscous regime is: 

V% = Pit 
Kh)J,i 

Kh was found to vary from one liquid to another: 
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Table 1 Bubble rise data for single bubbles in stagnant liquid Freon-119 

Major axis 
(mm) 

0.18 
0.20 
0.21 
0.22 
0.23 
0.24 
0.25 
0.25 
0.30 
0.30 
0.29 
0.30 
0.32 
0.46 
0.48 
0.44 
0.51 
0.50 
0.53 
0.48 
0.58 
0.54 
0.60 
0.61 
0.61 
0.62 
0.62 
0.71 
0.73 
0.78 
0.99 
1.21 
2.18 
2.06 
2.66 
2.58 
2.67 
2.84 
2.96 

Minor axis 
(mm) 

0.18 
0.20 
0.21 
0.22 
0.23 
0.24 
0.25 
0.25 
0.26 
0.28 
0.28 
0.28 
0.28 
0.34 
0.36 
0.30 
0.35 
0.35 
0.35 
0.31 
0.36 
0.36 
0.36 
0.36 
0.36 
0.36 
0.38 
0.36 
0.37 
0.42 
0.46 
0.55 
0.85 
0.75 
0.91 
1.24 
1.02 
1.33 
1.02 

Ki, = max of 

Aspect 
ratio 

I.O 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
0.87 
0.93 
0.96 
0.93 
0.86 
0.74 
0.75 
0.68 
0.69 
0.71 
0.66 
0.64 
0.62 
0.67 
0.60 
0.59 
0.60 
0.59 
0.61 
0.51 
0.52 
0.54 
0.46 
0.45 
0.39 
0.36 
0.34 
0.48 
0.38 
0.47 
0.34 

fl2 

Diameter 
(mm) 

0.18 
0.20 
0.21 
0.22 
0.23 
0.24 
0.25 
0.25 
0.29 
0.29 
0.29 
0.29 
0.30 
0.41 
0.44 
0.39 
0.45 
0.44 
0.46 
0.42 
0.49 
0.48 
0.51 
0.51 
0.51 
0.52 
0.52 
0.57 
0.58 
0.64 
0.77 
0.93 
1.59 
1.47 
1.86 
2.02 
1.94 
2.20 
2.08 

Velocity 
(cra/s) 

6.85 
8.30 
9.80 
9.67 
9.78 
9.78 

10.50 
10.88 
11.70 
11.55 
13.14 
12.90 
13.86 
18.54 
17.89 
20.74 
19.34 
19.75 
18.94 
21.36 
18.67 
19.34 
19.34 
19.34 
19.71 
19.75 
19.91 
19.83 
20.15 
18.54 
18.14 
16.93 
14.50 
15.72 
13.70 
13.00 
14.40 
13.00 
14.81 

wdis ^ 

' 1 

Drag 
coefficient 

0.50 
0.38 
0.28 
0.30 
0.31 
0.32 
0.29 
0.27 
0.27 
0.28 
0.21 
0.23 
0.20 
0.16 
0.18 
0.12 
0.16 
0.15 
0.17 
0.12 
0.18 
0.16 
0.18 
0.18 
0.17 
0.17 
0.17 
0.19 
0.19 
0.24 
0.30 
0.42 
0.98 
0.78 
1.28 
1.55 
1.21 
1.69 
1.22 

/Zco- ^ gel; 

hid, 2 

Reynolds 
number 

52.3 
70.4 
87.2 
90.2 
95.3 
99.5 

111.2 
115.3 
141.8 
143.5 
159.2 
159.9 
178.7 
325.7 
333.1 
342.5 
368.1 
369.9 
370.5 
377.2 
388.3 
389.7 
417.9 
420.7 
428.6 
432.8 
441.0 
478.5 
497.1 
499.9 
589.6 
667.7 
978.9 
980.3 

1080.5 
1113.6 
1182.6 
1215.3 
1302.9 

where K,,,, = 14.7 for water, and Ki,a = 10.2 for organic solvents 
and mixtures. In the distorted/capped bubble regime: 

If the coefficient c is 1.0, V^'i reduces to the Mendelson 
model. To satisfy the condition that V rS dominates when d^ is 
small, and V^'i dominates when d, is large. Fan and Tsuchiya 
proposed the following function: 

y,.=. = [(v^t)-" + iv';!i)^''r (3) 

1.1 
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Fig. 1 Bubble aspect ratio compared to several models 

where T] is an empirical parameter introduced to accommodate 
both purified and contaminated systems. Values of c in the 
range of 1.2 to 1.4 predict the available data. The parameter r] 
usually ranges between 0.6 and 1.6, with the lower values indi
cating impure substances. 

Figure 2 shows a comparison of the Fan-Tsuchiya correlation 
to the Freon bubble rise data, with Kh„ = 10.2 and c = 1.4 for 
three values oi rf. r] = 0.6 (contaminated system) T] = 1.6 
(purified system) and r/ = 2.6 (best fit to Freon data). It is 
noted that the increase in terminal speed characteristic of a 
purified system is enhanced in the Freon system, where a peak 
velocity of 21 cm/s is observed at equivalent bubble diameters 
near 0.42 mm. The data in the vicinity of this diameter corre
spond well with the Mendelson prediction for pure systems. 
However, as the bubble diameter decreases, the Mendelson 
model becomes inaccurate, and the Fan-Tsuchiya correlation 
(for pure substances) is required to predict the Freon data. For 
bubbles greater than about 1.5 mm, the purity of the system 
becomes less important and the data falls in the rough vicinity 
of all the correlations. 
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Bubble Size (Dî ĵj - mm) 

Fig. 2 
data 

Predicted bubble rise velocity from several models versus freon 

The bubble rise data were taken over a bubble Reynolds 
number range of 52-1300 for zero liquid flow. At Reynolds 
numbers less than 118, the bubble shape was spherical. As the 
Reynolds number increased, the pressure difference between 
the front and side surfaces of the bubble increased. This caused 
the aspect ratio (defined as the ratio of bubble height to width) 
to drop until a relatively constant value of 0.35 was obtained. 

The drag coefficient was calculated from the measured values 
of bubble size and velocity using an expression derived from a 
force balance on a single rising bubble. This analysis indicates 
that the drag coefficient varies between 0.12 and 1.69 for the 
given Reynolds numbers range. Comparisons of bubble velocity 
and shape data to available correlations show that Freon bubbles 
behave similarly to bubbles rising in pure liquid. The rise veloc
ity data exhibits a peak of 21.4 cm/s for bubble diameters 
near 0.42 mm; this peaking is a general characteristic of pure 
substances. 
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4 Summary and Conclusions 
A photographic technique was used to obtain the terminal 

velocity and shape of isolated Freon-114 bubbles in a 3.3 X 
15.24 cm rectangular test section. A 120 mm still camera 
equipped with a high magnification lens faced the test section, 
while a 200 W strobe lamp flashing at 200 Hz illuminated the 
bubbles from the opposite side. This technique allowed the 
bubble diameter and velocity to be obtained from a single photo
graph. 
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